3

V.

For the best experience, open this PDF portfolio in
Acrobat X or Adobe Reader X, or later.

Get Adobe Reader Now!



http://www.adobe.com/go/reader


BSC, see IPR notice Spring / Summer 2012

INTELLECTUAL PROPERTY RIGHTS
NOTICE:

e The User may only download, make and retain a copy of
the materials for his/her use for non-commercial and
research purposes.

* The User may not commercially use the material, unless
has been granted prior written consent by the Licensor
to do so; and cannot remove, obscure or modify
copyright notices, text acknowledging or other means of
identification or disclaimers as they appear.

* For further details, please contact BSC-CNS patc@bsc.es

PATC training, Barcelona, May 2012 <>
PRACE (( Bk e
PRACE TRAINING COURSE
under
PRACE Advance Training Centre
at BSC
BSC-CNS http://www.bsc.es/
PRACE project http://www.prace-ri.eu/
PRACE Training Portal http://www.training.prace-ri.eu/
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Dimemas
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Key factors influencing performance
Abstract architecture
Basic MPI protocols
No atempt to model details

Objectives . . .

Simple / general 7= MessageSize |
Fast simulations BW
Linear components
Point2point, CPU/block speed
Non-linear components
Synchronization, resources contention

Network of SMPs / GRID

L

BSC tools @ PATC, Barcelona May 21-22 2012 5 @

Generic model

Barrier / Fan-in / Fan-out N/ N/
Cost of communication phase N/
Generic 7\
N\ /\
Per call

Model factor
Lin /log / const

Size of message
Min over all processes
Avg over all processes — —

Collective

Max over all processes —
P Comm.time
BSC tools @ PATC, Barcelona May 21-22 2012 6 @
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| L=25us, BW=100MB/s

All windows same scale

L=25us, BW=10MB/s

BSC tools @ PATC, Barcelona May 21-22 2012 7 ((@

Predicting performance

SPECFEM3D - asynchronous communication?

Real | ” g! g; g} gg g
ideal Il‘:@‘ﬂi‘

l\|\|[ggm.:gl:

Prediction 10MB/s

Prediction 5MB/s

SCI003 IGHITING IMNOVATION

SC2003 Gordon Bell Award ..
Dimitri Komatitsch Prediction 1MB/s

Courtesy Dimitri Komatitsch

BSC tools @ PATC, Barcelona May 21-22 2012 8 ((@
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WREF, Iberia 4Km, 4 procs/node
None sensitive to latency
NMM

Bw — 256MB/s

512 — sensitive to contention R

—&—NMM 512

—B—ARW 512
A NMM 256|

& ARW 256
—-NMM 128

—o—ARW 128|

A RW Impact of BW (L=8; B=0)
120
Bw - 1GB/s
—e—NMM 512
H H L 080 —B- ARW 512
Sensitive to contention Loal S S
Contention Impact (L=8; BW=256) g ﬁ/ %/ A ARW 256
0.40 —m- NV 128
12 ‘A/ ‘/y —o— ARW 128
020
s
H Nwzs6
o S
H
8 1 % 2 2 » @
)

BSC tools @ PATC, Barcelona May 21-22 2012

@

Left: clusters IPC with
different cache sizes

—-64KB - 512MB

Right: execution time with
Ifferent network bw and
cache size

—125Mb/s - 500Mb/s
NAS BT

— Can compensate cache
reduction with more
network bw

VAC, WRF
—Dominated by comp.

§EEEEERS

RS AR R R RO
Coche soe

Clusters

(a) IPC per cluster

() Execution time

NPEB BT Class

With 64 tasks

o: v

64KB, 500Mb/s

«
BRI  amn
o
=

v
WRF with

a0
s

miee  4MB, 250Mb/s

o

vvvvvvvvv

%, g Sy Ty o W, U,
o e 8 e

o aaw oA

om0
o400
4

R,

‘Gcm, 1 Cluster 2 Cluster 3 * Chuszer & Clurter § ‘

(=) IPC per cluster

() Execution time

BSC tools @ PATC, Barcelona May 21-22 2012
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Application limits a e i tn- T

GADGET behavior: load balance / dependences?

Real run

i MPI call @ GADGET_A.256.ICE.trace.chopi1.prv.gz 1

Ed MPI ca

| @ D.ICE.256.ideal.prv <2>

Ideal network: infinite bandwidth, no latency

BSC tools @ PATC, Barcelona May 21-22 2012 11 ((@

TR PR | (e ]
Impact of architectural parameters * S

Ideal speeding up ALL the computation bursts by the
CPUratio factor

The more processes the less speedup (higher impact of
bandwidth limitations) !!!!!

Speedup Speedup Speedup

Bandwidth (MB/s) Bandwidth (MB/s) Bandwidth (MB/s)

GADGET

BSC tools @ PATC, Barcelona May 21-22 2012 12 ((@
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What if: Potential of hybrid parallel

zation

Hybrid/accelerator parallelization

H :‘ ‘Il 128 procs.

Spring / Summer 2012

s

N

SN )

Speedup SELECTED regions by the CPUratio
factor

2

%elapsed time

We do need to overcome the hybrid

- asynchrony + Load balancing
mechanisms !!!

Speedup Speedup

» Bandwdith (MB/s) Bandwdith (MB/s)

BOL W00IS @ FAIL, BArceIona  Vay £1-2Z ZULZ 13

Amdahl’s law | ———
"7 "ewwd’ " "l Code region

Bandwdith (MB/s)

Speedup

CG-POP mpi2siD - 180x120

Comparing 10 iterations — MPI calls view, same time scale

24 tasks
48 tasks
_________ Good scalability
96 tasks et
cal pl.prv /
il
180 tasks i34
i _
I — / | |
360 taSkS 100 200 300 400
BSC tools @ PATC, Barcelona May 21-22 2012 14 @
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MPI call view

48

CG-POP mpi2s1D - 180x120

LSS 0 m R, | 3

R e

' j i

Comparing 1 iterations — different time scale

CH

Duration of computing phase

Spring / Summer 2012

96
180
360
BSC tools @ PATC, Barcelona May 21-22 2012 15 @
L i, EEL T
CG-POP mpi2s1D - 180x120 efficiency
Comparing 10 iterations parallel efficiency
1,1
1=
N —&— Parallel eff
09 1 \ —=—LB
0,8 Comm
o7 e uLB
\\/ —x— transfer
e \.\‘\‘
0,5 T T T
0 100 200 300 400
Cores Parallel eff LB Comm ulB transfer
24 0,75 0,76 0,99 1,00 0,99
48 0,72 0,74 0,97 1,00 0,98
96 0,63 0,66 0,95 1,00 0,95
180 0,59 0,65 0,90 0,99 0,92
360 0,55 0,69 0,80 0,97 0,83

BSC tools @ PATC, Barcelona May 21-22 2012
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Comparing 10 iterations program global efficiency

1,7
15 /
13 | —e— Efficiency
—=— Parallel eff
1,1 4 instr. eff
09 —>«—awg-IPC
—%— IPC eff
. -\-\‘\s\.
0,5 . T T
0 100 200 300 400
Cores Time Parallel eff. tot-Ins avg-IPC
24 163804479 0,75 8633761558, 0,91
48 81589358 0,72 8701167887 0,95
96 43793988 0,63 8745555664 1,05
180 22508326 0,59 8834298647 1,24
360 9890676 0,55 8877820754 1,49

BSC tools @ PATC, Barcelona May 21-22 2012

17

@

1,6
14

1,2 A

0,8 -
0,6
0,4 1
0,2

96 - 180x120

96 - 120 x 80

360 - 180x20

360 - 60 x40

O Efficiency B Parallel eff O LB O Comm muLB @ transfer m instr. eff O avg-IPC

BSC tools @ PATC, Barcelona May 21-22 2012
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T (M

Parametric studies — sensitivity to network bandwith and CPU

speed. Comparing 24, 48 and 96 (24 tasks scale)

24 tasks

3o
2923
328339 g h
va§g$Q§3 ratio
h

Bandwdith (MB/s)

48 tasks

N
N © o

I} =) AR
8gedadgo ti
SIS B8B83 ratio

&
Bandwdith (MB/s)

Boundary at 512-1024 MB/s network bandwidth
Speedup potential reduced with the scale

96 tasks

CPU
ratio

3 oo
83883y
EECE =R

S
h

256
128
64

Bandwdith (MB/s)

BSC tools @ PATC, Barcelona May 21-22 2012
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@

speed. Comparing 96, 180 and 360 (96 task scale, previous

max 70)

96 tasks

L o
3 <~
N )
3.@.9‘3({]@‘3 ratio
h

180 tasks

Boundary at 512-1024 MB/s network bandwidth
Speedup potential reduced with the scale

360 tasks

Bandwdith (MB/s)

BSC tools @ PATC, Barcelona May 21-22 2012
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96 tasks — Very similar

96 tasks - 120x80

Bandwdith (MB/s)

96 tasks - 180x120

Bandwdith (MB/s)
Still place for improvement?

BSC tools @ PATC, Barcelona May 21-22 2012

21

360 tasks - 180x120

Bandwdith (MB/s)

Reaching the plateau?

360 tasks — Small impact, worst with small block size

i [y 1| N mmmnnt

360 tasks - 60x40

7
6
5
4
3
2
1
0

Bandwdith (MB/s)

@

BSC tools @ PATC, Barcelona May 21-22 2012 22
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CG-POP mpi2s1D - 180x120 sensitivity |
el T P o o ¢ WU

Sensitivity to CPU, Bandwidth and latency for 360 tasks case

360 tasks 360 tasks

5
7
6
5
4 360 tasks
3
2
1 64 ,
0§ggm, cPU %§§g§ © 16 latency
§53§§%§§3 ratio A®3IR S B R &3 (us)
Bandwdith (MB/s) Bandwdith (MB/s)
Latency 4 us CPU 4 times faster
2
Latency =0 .eé 8216 g , 16latency (us)
may not be realistic )
CPU ratio

Bw 1024 MB/s

BSC tools @ PATC, Barcelona May 21-22 2012 23 ((@

CG-POP mpi2siD - 180x120 unbalance |

| T e

Study impact of balancing main computation

96 tasks — eliminate main unbalanced computation MPI
calls view, same time scale

Instrumented run

Nominal
simulation

Nominal sim.
Zeroing main
computation

BSC tools @ PATC, Barcelona May 21-22 2012 24 ((@
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96 tasks — communication phase only: small
computations between point 2 point + collective calls,
MPI calls view, same time scale

Nominal sim.
Zeroing main
computation

e ~—
N S

Ideal network

Parallel eff. LB Comm uLB transfer

—4— 96 - 180x120 —=— 96 - zero C1

Unbalance in halo exchange
computation (75%), nb messages (65%)
Small amount of serialization
Large transfer time

3 g
8

0

N
5

20
0

BSC tools @ PATC, Barcelona May 21-22 2012 25

» Sometimes things are not as they look like

— Even the scalability is good, the parallel efficiency does
not scale but IPC improvements compensate

» Small scale analysis can give hints to identify problems
at large scale

—IPC variability
— Code replication
—What-if analysis

BSC tools @ PATC, Barcelona May 21-22 2012 26 @
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PRACE TRAINING COURSE
under
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at BSC
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trainings/prace-trainings

PATC training, Barcelona, May 2012 @b

PRACE Training @ BSC 1





BSC, see IPR notice Spring / Summer 2012

Help generate hypotheses

Help validate hypotheses

Qualitatively \//

Quantitatively

BSC tools @ PATC, Barcelona May 21-22 2012 4 @
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Since 1991
Based on traces
Open Source

http://www.bsc.es/paraver ™ |

TR T ™ |

III i il B [

_ T

Core tools: | _ NN
Paraver (paramedir) — offline trace analysis g |/ | |8
Dimemas — message passing simulator i ”'“

P

Extrae — instrumentation

Focus
Detail, flexibility, intelligence

BSC tools @ PATC, Barcelona May 21-22 2012 5

Detail and variability are important
along time, across processors

Highly non-linear systems
microscopic effects may have macroscopic impact

Extremely useful to develop/test analysis
techniques

BSC tools @ PATC, Barcelona May 21-22 2012 6 @
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Extrae

Paraver
General description
Examples

Demos + hands-on

Advanced Analysis
Scaling model
Structure detection

Dimemas
Demos + hands-on

Folding: Instrumentation + sampling

BSC tools @ PATC, Barcelona May 21-22 2012

@

Extrae

BSC tools @ PATC, Barcelona May 21-22 2012

@
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Parallel programming model runtime
MPI, OpenMP, Pthreads, StarSs, ...

Counters
CPU counters — PAPI (standard + native)
Network counters (GM, MX) — at flushes

OS counters
Links to source
Callstack at MPI calls
User functions selected — default none

Periodic samples
PAPI counters + callstack
User events

BSC tools @ PATC, Barcelona May 21-22 2012 9 (C@

Run
Adapt job launching script
Adapt .xml that controls information to be captured
Run to generate one .mpit file per process

Merge
In parallel, typically using less processors than run

Combined Run/Merge

The run control .xml can configure extrae to also perform
the merge

BSC tools @ PATC, Barcelona May 21-22 2012 10 @
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#1/bin/bash job.sh

# @ total_tasks = 2
# @ cpus_per_task = 1
# @ tasks_per_node = 2

;run ./my_MPI_binary

BSC tools @ PATC, Barcelona May 21-22 2012 11 @

#1/bin/bash job.sh

Reference trace.sh and extrae.xml
provided with distribution

# @ total_tasks = 2
# @ cpus_per_task = 1
# @ tasks_per_node = 2

grun _/trace.sh ./my MPI1_binar
i 4 trace.sh
export#!/bin/sh L

export EXTRAE_HOME=/gpfs/apps/CEPBATOOLS/extrae
export EXTRAE_CONFIG_FILE=extrae.xml

export LD PRELOAD=${EXTRAE_HOME}/lib/libmpitrace.so

## Run the desired program
$*

TRACEXXXXXX.mpit
Ef]TRACE.mpits
Eﬂ TRACE.sym

BSC tools @ PATC, Barcelona May 21-22 2012 12 @
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Paraver

BSC tools @ PATC, Barcelona May 21-22 2012 13 ((@

Multispectral imaging

Different looks at one reality

Different spectral bands (light sources
and filters)

Highlight different aspects

BSC tools @ PATC, Barcelona May 21-22 2012 14 ((@
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———
1 Goal = Flexibility
. No semantics
Timelines Programmable
A\ 4
Configuration files
Distribution
2/3D tables Your own
(Statistics)
Comparative analyses
Multiple traces
Synchronize scales
BSC tools @ PATC, Barcelona May 21-22 2012 15 (C@

Semantic:

Display:

Objects

Process dimension
Thread
Process
Application
Workload

Resource dimension
Core
Node
System

function values - rendered color

Pl call @ CPMD_A_32.pry
REER 11hs i

| F
5

Raw events » Piece-wise constant functions of time for every object

Color encoded value (semantic value)
Categorical

Gradient

FIEX
; Extremes

I Time ]

BSC tools @ PATC, Barcelona May 21-22 2012

16

@

PRACE Training @ BSC





BSC, see IPR notice Spring / Summer 2012

Each window displays one view
Piecewise constant function of time ~ S(t)=S,,ie[t,,t.,)
One such function of time per object:
Thread, process, application, workload, CPU, node

Types of functions

Categorical S, e[o,n]c N
State, user function, outlined routine

Logical S, {0,1}
In specific user function, In MPI call, In long MPI call

Numerical S €R
IPC, L2 miss ratio, Duration of MPI call, duration of

computation burst
BSC tools @ PATC, Barcelona May 21-22 2012 17 @

Representation
Function of time

Color encoding

Gradient color
Light green — Dark blue

Not null gradient
Black for zero value

Light green — Dark blue

BSC tools @ PATC, Barcelona May 21-22 2012 18 @
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Basic metrics

MPI calls

Useful duration

Derived metrics i
MPI _call _Cost = MPI _call _duration

#instr #bytes
useful _IPC =
ycles
. . cycles
_ cycles—instr/ideallPC preempted . = elapsed —
Models L2 S gy~ omisses ° clock
BSC tools @ PATC, Barcelona May 21-22 2012 19 @

Huge number of statistics computed from timelines

| MPI calls profile

MPI_lsmnd MPT_lrece MP1_Alloall HPI_Aligather MPI_Waitany | HPI_Request_free

Useful Duration

Total S M Sen 4 . '
Mudmum. EF I T i %
Misimum [T LT T e
Sttre [T ? i E
A/ Max o [T =

pecsc 1 11 svmesiin | aestn) = e

Instructions

R R T

BSC tools @ PATC, Barcelona May 21-22 2012 20
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One columns per specific value of categorical Control window

-

ke MPI call, user function,...

X W) prodie @ iberis-128-CA chop. 1t shifted prv

—

Thread

Value/color is a statistic computed for the specific thread
when control window had the value corresponding to the column

Relevant statistics:
Time, %time, #bursts, Avg. burst time
Average of Data window

BSC tools @ PATC, Barcelona May 21-22 2012 21 (@

Columns correspond to bins of values of a numeric Control window

Instructions

- @
= B duration, instructions, BW, IPC, ...
—
= ] i)
= ARG
14 2 .{;: ?
2 4 R
g ! sl g
= 1 ' %" e -o
& ' 3 o ©
! ; £ 2 l
! (R T
5!' ,_J e .‘.- P —
THREAD L1261 (40094006 +08 4 11813408 =0
=
=]
(=]

NULL entry

Value/color is a statistic computed for the specific thread
when control window had the value corresponding to the column

Relevant statistics:
Time, %time, #bursts, Avg. burst time
Average of Data window

BSC tools @ PATC, Barcelona May 21-22 2012 22 (@

PRACE Training @ BSC

Spring / Summer 2012

11





BSC, see IPR notice

Spring / Summer 2012

e

Where in the timeline do the values in certain table
columns appear?

ie. want to see the time distribution of a given routine?

Click button and

select column(s)

Will automatically generate
derived views
from the global view

Only shown when white

\A routine is executing

BSC tools @ PATC, Barcelona May 21-22 2012

Only shown when pink
routine is executing

23

Where in the timeline do the values in certain table
columns appear?

ie. want to see where the timeline happen computation

bursts of a given length?

Click button and select column(s) |

£ 30H - duration Y4 8 ol et pry [ |
1€ 1B 30| (T | (W) # [T %

Will automatically
generate

THREAD 154 [196.779.150334) =0 %

Only showing duration
of routine foo

3D histogram of duration of
routine foo

BSC tools @ PATC, Barcelona May 21-22 2012 24
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Possible to load several traces

Copy and paste
right click menu

From one window to another: time, duration, size, objects
displayed, ...

Time between windows and tables: analysis will be
computed only for the selected time interval

BSC tools @ PATC, Barcelona May 21-22 2012 25

@

General: including a basic views and anal?/sis directories as well as a directory

with views on the user functions and call stack.

Counters_PAPI: Hardware counter derived metrics. A generic PAPI directory.
Grouped in directories for:

Program; metrics related to algorithmic/compilation (ie. 3instructions, FP
ops,...

Architecture: metrics related to execution on specific architecture but not
time (i.e. cache misses,....)

Performance: metrics reporting rates per time unit (i.e. MFLOPS, MIPS,

yore

MPI: Grouped in directories displaying views (timelines) analysis (2/3D profiles
and histograms). And further separated into point to point and collectives.

OpenMP: Grouped in directories displaying views (timelines) analysis (2/3D
profiles and histograms).

BSC tools @ PATC, Barcelona May 21-22 2012 26

@
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* Structure? Very different
phases

* Some phases dominated by
sequential (light blue) and
would not scale

T
T
TN

BSC tools @ PATC, Barcelona May 21-22 2012 27 @

X parallel functions profile & ergo 8 filter2 prv.gz
el o O (me s mx

THREAD 1.1.1 THREAD 142 THREAD143 ©* | Smalll tracing overhead (flushing
_ just the dark blue

matEMatrizgemm_par_leop!

matiMatrixsymm_par_loop0

matéMatrixsyrk_par_ragion3
matiMatrixgemm_par_laop2

Total 273% 0,36 % 0NEY%

THREAD 1.1.8 matShatrixsyrk_par_region3 = 267.971 us

* Less than 30% time is parallelised
(Amdahls law limits the scalability)
* Loops balanced between threads

BSC tools @ PATC, Barcelona May 21-22 2012
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Example 1: Analysing ERGO OpenMP version

» Bad case: threads idle 85% of
the time

X profile states & srgo.B.chopl.prv.gz

L] il LA RRAIR | I
(CIEB Running | Synchronization ELUTEITILEELGRETRETY
THREAD 111 277 % 569 %
THREAD 1.1.2 158 % 0,90 %
THREAD 1.1.3 254% 0.79 %
THREAD 1.1.4 245 % 0,86 %
THREAD 1.1.5 225% 092%
THREAD 1.1.6 168 % 0.84 %
THREAD 1.1.7 274 % 111 %
THREAD 1.18 1,16 % 081 %
Tatal
Average
Mazimum
Minimum
Sthev
AwgMax 0.78

» Good case: 2% on barriers, 1.5%
due to dynamic balancing overhead —
make big chucks or try guided sched?

X profile states & ergo.8.chop2.prv.gz
G B o ~

Total
Average
Maximum
Minimum

StDav
HPorgiMax

Running

BSC tools @ PATC, Barcelona May 21-22 2012 29

@

ERGO - scalability

8 OpenMP threads

16 OpenMP threads

Duration

24 OpenMP threads

Not reduced with
more threads

Example 1: Analysing ERGO OpenMP version

Duration of computing phases

Useful Duration @ ergo.8.filterl.prv.qz

Even takes longer when
scaling #threads

BSC tools @ PATC, Barcelona May 21-22 2012 30

@
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Example 1: Analysing ERGO OPEDM&\?Ers|6r?' B TN
e N ol

e '-{'-]qlr._- % q‘ BN A%

Looking at a highly parallelised phase within the second part.
Synchronised views of the parallel functions

paral functions in useful @ ergo.8.chopl.prv.qz

8 OpenMP threads

erqo.16.chopl.prv.qz

16 OpenMP threads

parallel functions in useful @ ergo.24.chopl.prv.qz

e AU R IR : IR RR NN RRI
24 OpenMP threads ~ [ESREE] EERNREEERINE .l

Parallel loops take longer with more threads
With 16 or 24 -> two modes for red and green

BSC tools @ PATC, Barcelona May 21-22 2012 31 @

Example 1: Analysing ERGO O'ﬁ;nM&@rSIW B 8

LY Ty W -

2 iterations, non synchronised views (left: parallel
functions, right: instructions while computing)

8 OpenMP threads

5 § ergs.8.chopl.prv.ez wsetul instructions ¢ ergo.8.chopl. prv.g

16 OpenMP threads

24 OenMP threads

© erge. 24_chopl .prv.

#instructions of green parallel chunks is enlarged

BSC tools @ PATC, Barcelona May 21-22 2012 32 ((@
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(il ‘fJ"I ‘*\

Short diagnosis: FrontFlowRed — 256 vs 512 tasks
e Unbalance and MPI time increases
» Sequence of MPI_Allreduce calls
» Poor IPC, high cache misses

? Usetul Duration @ frace_256.chopl pre.ge || X Usetul Duration d trace_512.chep) prvat
-

256 512

Parallel efficiency 27%  19%
Load balance 56%  48%

% MPI_Allreduce avg time 50%  62%

BSC tools @ PATC, Barcelona May 21-22 2012 33 (C@

Modifications in the source code

. Improved load balance — weight nodes based on their
connectivity, balance total weight

. Reduction of all to all communications — half of
MPI1_Allreduce calls were eliminated

. Reduce cache misses — reordering node number

Half an hour meeting for the analysis, few days of
work to modify code 2> 25% of improvement

BSC tools @ PATC, Barcelona May 21-22 2012 34 @

PRACE Training @ BSC 17





BSC, see IPR notice

Spring / Summer 2012

256 tasks — Load balance

X Useful Durstion @ original.chop) prv.oz

\al x|

¢ Usefud Durstion @ optimized.chop].prv.gx

X Useful Duration IPC @ original.chop) pev.oz

a x
e oo [Ole [mw =
. =

o

THREAD 1641 HO0S41_402635) =0

Q24616 22¢710) =0

BSC tools @ PATC, Barcelona May 21-22 2012
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256 tasks — MPI time

X Mt call @ originalehop) prv.02

)|

W0 _Haitall

WP call @ optimized.chop]pev.oz

End | MPI_Isend ‘ MPI_lrecv |MFI_W|:il|:II ‘ MPI_Alireduce

Total 761781 % 243205% 177221% 224519% 1153274 %
Average 29.76 % 930 % 6.92 % 877 % 45.05 %
Maximum 5185 % 1811 % 13.00 % 2853 % 6769 %
Minimum 17.59% 165 % 1.37 % 1.46 % 1488 %
StDev 804 % 333% 233 % 605 % 11.03 %
AvgMax 057 052 053 0.31 0.67

End ‘ MPI_Isend | MPI_lrecy ‘ MPI_Waitall | MPI_Allreduce

Total 908905 % 310013 % 2.107.96% 1511.02% 979183 %
35.50 % 1211 % 823 % 5.90 % 3825 %

51.05 % 20,77 % 1459 % 2131 % 64,34 %

22,99 % 3.47 % 3.21% 1.72 % 10,90 Yo

5.92 % 362 % 261 % 3.89 % 1013 %

070 058 0.56 028 053

BSC tools @ PATC, Barcelona May 21-22 2012
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256 tasks — Memory access

¢ data from memery ot useful & enginal.chop] prv.gz

1

X L1D misses at useful @ original.chop1.prv.gz

iEEEE

0 x| [ dotatrom memory ot uselul @ optimized.chop 1 prv.at

X L1D misses at useful @ optimized.chopl.prv.gz o [

335333

241,02 - 301,22

X L1Dmisses histo @ original.chep] pre.oz

le.u ) Dg_ ’E]:]H-T_DK . € oo Be= @qu@x

o % || X LIDmisses histo & optenized.chep! prv.gz al ]

THREAD 1 B6.1 [14639.4.14714.9) =0us || [ THREAD 115 paseT2 BS2224 =0us
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» downloads
— Sources
— Binaries

» documentation
— Training guides
— Tutorial slides
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| = | e 1y
T/ o e

Conclusions

» The complexity of current systems pushes the need for
performance analysis tools

* Tried to demonstrate the benefits of looking at the details

* One image is worth 1000 words - learning to “read” them

pays off :)
* Do not speculate about your code performance behaviour,
look at it
www.bsc.es/paraver
BSC tools @ PATC, Barcelona May 21-22 2012 39 @

INTELLECTUAL PROPERTY RIGHTS
NOTICE:

* The User may only download, make and retain a copy of
the materials for his/her use for non-commercial and
research purposes.

* The User may not commercially use the material, unless
has been granted prior written consent by the Licensor
to do so; and cannot remove, obscure or modify
copyright notices, text acknowledging or other means of
identification or disclaimers as they appear.

* For further details, please contact BSC-CNS patc@bsc.es
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INTELLECTUAL PROPERTY RIGHTS
NOTICE:

e The User may only download, make and retain a copy of
the materials for his/her use for non-commercial and
research purposes.

* The User may not commercially use the material, unless
has been granted prior written consent by the Licensor
to do so; and cannot remove, obscure or modify
copyright notices, text acknowledging or other means of
identification or disclaimers as they appear.

* For further details, please contact BSC-CNS patc@bsc.es

PATC training, Barcelona, May 2012 <>

PRACE

PRACE TRAINING COURSE
under
PRACE Advance Training Centre
at BSC

BSC-CNS http://www.bsc.es/

PRACE project http://www.prace-ri.eu/

PRACE Training Portal http://www.training.prace-ri.eu/
PATC @ BSC Training Program

http://www.bsc.es/marenostrum-support-services/hpc-
trainings/prace-trainings

PATC training, Barcelona, May 2012 <H>
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Advanced Analysis
Scaling model
Structure detection: Clustering
Folding: Instrumentation + sampling

BSC tools @ PATC, Barcelona May 21-22 2012 4 @
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Scaling model

BSC tools @ PATC, Barcelona May 21-22 2012 5 (@

Factors modeling parallel efficiency
Load balance (LB)
Micro load balance (uLB) or serialization

Transfer

n =LB* ulLB*Transfer

Factors describing serial behavior
Performance: IPC

7 4 IPC  #instr,
n, IPC, #instr

Scaling model Sup = PE*
0

BSC tools @ PATC, Barcelona May 21-22 2012 6 (@
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IPC _ #instr,
IPC, #instr

IPC | #instr,
IPC, #instr

Requires Dimemas simulation

CommEff = max(eff;)
Directly from real execution metrics .

i=1

LB=— L
P *max(eff;)

max(T,)

ideal

T.

ideal :

microLB = Transfer = L"’_Ifa'

Migrating/local load imbalance
Serialization

BSC tools @ PATC, Barcelona May 21-22 2012
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|  GROMACS |

| Original Version |

Performance Factors
12
1 -\,( .
0.8 ‘\ |_Eff
0.6 | —a—B
—e—ulB
0.4
\ —— Transfer
0,2
0
0 100 200 300
Processors

v4.5
Performance Factors
12
1 = = =
08 — == "Paralle|_Eff
08 —l— —a—1B
| \-‘F
.\ —e—ulB
04 ——
~—+—Transfer
02
0
0 100 200 300
Processors

Old = new version: -43% instr, -52% time

BSC tools @ PATC, Barcelona May 21-22 2012

: @

PRACE Training @ BSC





BSC, see IPR notice

Spring / Summer 2012

Structure detection:
Clustering

BSC tools @ PATC, Barcelona May 21-22 2012 9

@

Burst = continuous computation region
between exit of an MPI call and entry to the next

Scatter plot representation of bursts
Collapse time dimension

N dimensional space of HWC derived relevant metrics

« Instructions: idea of computational complexity, computational load
imbalance,...

« |IPC: Idea of absolute performance and performance imbalance

Structure
Clouds, clusters: Burst of “similar” characteristics
How those similarities spread in the timeline?
How does it relate to source code?

BSC tools @ PATC, Barcelona May 21-22 2012 10

@
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DUSCHN Epusd (. MirPointaedth
Frace ‘Lraced .chol.chatersd vy’

1be+10

1.4ge10

1.28410

tes10

By

]

Instruct fons Eoepleted

Huge variability
on instructions

Most relevant ||I|| |]| '
computing ]" :

regions obtain ||I|| | "I l i
poor IPC L=

Unbalance due to different number of chunks

BSC tools @ PATC, Barcelona May 21-22 2012 11 @

Highlight structure
Clusters injected in trace
Phases vs. routines

[ —

BSC tools @ PATC, Barcelona May 21-22 2012 12 @
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Full characterization
CPI stack model

From a single run

All HWCs and ratios between them

CLUSTER 1 2 3 4 5
%Tmve  54.88 17.96 16.90 6.44 1.42
Ava. Burst Dur. (us) 1.02 0.78 13.14 2.50 111
IPC 1.02 0.65 0.89 0.91 0.53
MIPS 22318 1423.3 1966.5 2001.8 1163.0
MFLOPS 339.2 46.3 191.6 269.2 23.6
L1M/KINSTR 0.92 1.53 1.19 117 2.88
L2M /KInsTR 0.06 1.26 0.06 0.35 0.21
MeM.BW (MB/s) 16.79 218.47 13.87 85.7T 20.76

i nairucions per crcie @ BT A BLATR CPITACK, CALERS.c -

CPI Stack Modelization

5%

50% Biscan vy Lsu

25%

0%
Chuster 1 Chuster 2 Cluster 3 Chister 4 Chuster 5

BSC tools @ PATC, Barcelona May 21-22 2012
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GROMACS analysis

20
18
16
14 ——NAMD 2.7
12 / B GMX4_mn_work_nucleo_nsd|
0 s ¥
—A—GMX4_mn_stop_nucleo_nsd
8 ay
6 —=—GMX4_cluster_work_nsday
4 4
2
om

1 2 4 8 16 32 64 128 256 512 1024

Main scalability problems:

09
08 - Load balance
07 . Computation balance
06 M parallel eff
0s g comm. EX 4% of code replication
load balance

04 B mico load balance
0a B o patance 64 tasks already poor efficiency!
02 B IPC balance . Communication problem
o1 Oipc

0

64 tasks 256 tasks
BSC tools @ PATC, Barcelona May 21-22 2012 14 @
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64 tasks computation duration analysis
TR

Castrel Wisdew MW_J Bata Wiadews wﬁm.—ll !

bt | v | e ] o |

R R B e i TR

Two different set of processes

BSC tools @ PATC, Barcelona May 21-22 2012 15

@

Fi
e [ e = e th: 000
D | Fud livs: 1711537 0

Two different set of processes

unbalance increases

BSC tools @ PATC, Barcelona May 21-22 2012 16

@
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GROMACS structure, 64 tasks

i chusterid @ or

Iestructions Cosplated
i
y
g

r

o Lter gt b —
0f 07 ok 08 1 44 13 13 14 L5 16
"

L g0, 667wl

BSC tools @ PATC, Barcelona May 21-22 2012 17 @

MPI_Senredv: 1533@domdec.c

BSC tools @ PATC, Barcelona May 21-22 2012 18 @
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Example: ... to details Mo MR et Y
> = N s

GROMACS FFTs balance

} Instructions imbalance }

= =
e e Aoty T Lot chagd biatared,rs
=
BSC tools @ PATC, Barcelona May 21-22 2012 19 @
. 2 » I‘“'-‘_’.'-",‘v-_-f_, : -
Example: ... to details Rl G P SR
rle!1f:<§a -.-.FJW:.'“"" e .
P " 2 LN e r— |

GROMACS: Comparing computation time for FFTs

64 tasks
(one iteration)

256 tasks W gr*maczﬁ Ly q -r.cleo”. me. chup1 A.clustered.prv <2>
(2,2 iterations : eI :
in the same

time interval,

4 times more ] g

resources) - 'AUM!LWEA"

Zone 4 has a potentially structured imbalance with scalability
problems (MPI_Alltoallv: 241@fftgrid.c)

BSC tools @ PATC, Barcelona May 21-22 2012 20 ((@
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GROMACS Computational load balance

(] eapre o =
Begin time: 0.00 us

Semantic 1 Time
-Axis | stakistic 8190 80

=1
nstructions — | ]

Begin time: .08 us
End tme:  170771.78 ua

WJ

Zone 1 does not scale and increases imbalance!

64 tasks

L2 |= ==~ | 7]

=@ =

nop1.1

256 tasks

MHEDE R TV

BSC tools @ PATC, Barcelona May 21-22 2012
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Folding: Combining
iInstrumentation and sampling

BSC tools @ PATC, Barcelona May 21-22 2012
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Application granularity vs. detailed granularity
Samples: hardware counters + callstack

Folding: based on known structure: iterations, routines, clusters;
project all the samples into one instance

Extremely detailed time evolution of hardware counts, rates
and callstack with minimal overhead

Original sampled instructions
@ bt.B.16. cycles.1-7samplingcallers-refpr - 0 x|

Task 0 Thread 0 - tree_build.0
Duration = 1233.49 ms Counter = 138486.13 Kinstructions

0 0.2 0.4 06 08 1
1 700
2 600
£ o8
E 500
3 ¢ 400
E 4
8 os a0 = . ] .
H " Detailed fine grain
E o instructions within
2 Sar}:{pﬂ\ﬁs + 100 . .
, e g Sope , one iteration
o 0.2 0.4 06 0.8 1
Normalized time
BSC tools @ PATC, Barcelona May 21-22 2012 23 @

Task 4 Thread 0 - COPY_FACES] {copy_faces.l}:{4.7}-{320.5}] Task 4 Theead 0 -- COPY_FACES] {copy_faces.f}:{4.7)- (320,91
O 01 02 03 04 03 06 07 o8 09 1
1 T T T T T T T T
15
w 44w
2 ]
£ ] {3 B
pul ] §I
5 2
g' % IR
H g
] 14
10
L L ' L 2 . L 1
04 06 6 61 02 03 04 05 08 07 08 0% 1
Nesrhalized time Normalized time
Task 4 Thread 0 - COPY_FARES] {copy_facks.f}:{4.7}-{320.5}] Task 4 Thread 0 - COPY_FACES] [copy_faces.f}:(4.7}-{320.9)]
o o1 ox|os o4 |os o6 Jor om|os 1 o 0z 04 LT3 os 1
1 T T T T T T T T T 23 1 T T T T 2
o9
—_—
08 412 08
q 15
o7 é ¥
E oe 415 ¢ ae g
g o 3 g E =]
= os p g g J1 &
B oos ’ {1 % g os H
-4 H -4 2
03 2 ]
4 08
02 A L 0.2 Samgles o
01 3 Curve fitting 2 Curve fitti
Curve MEing $10pe ———— Curve fEting SI0pe e
o L L L L L \ 1 I o o L L L 1 o
a0l 02 03 04 05 06 47 08 08 1 a [+ 04 o6 o8 1
Normalized time Normalized time
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PRACE Training @ BSC 12





BSC, see IPR notice

Core2 model
(core2duo t9400 @ 2.533 GHz)

Intel Core2Duo CPI model evolution for pmemd 2tasks xB6 2 chiop1 clustered fused exract 1.1.Cluster_1.0

3000

2500

2000

cAl
MIPS

FLUSH m oM - FE m norRETIRED m
oTe UM m  RETIRED = MPS —
FLUSH: Cycles stalled by branch mispredictions
DTLB: Cycles stalled by TLB misses
L2M: Cycles stalled by L2 misses
L1M: Cycles stalled by L1 misses
FE: Remaining stalled cycles
nonRETIRED: miss-speculated work? Instructions that entered the RS
(Reservation Stations) but did not retire — should be counted in CPI?
RETIRED: useful work

cPl

Power5 model
(ppc970mp @ 2.3 GHz)

PowerPC for pmemd 2tasks ppe chopl 11 Cluster 1.0

0 01 02 02 04 05 06 07T 08 09 1

Spring / Summer 2012

3000

2500

2000

1500

MIPS.

1000

500

Useful cycles mm

|-cache mss. m
Erench mispredict mm
-
-
-

LSU: Basic latency
FXU: DivIMSTPRIMSFPR
FXU: Basic latency

FPU: FDIVIFSQRT

FPU: Basic latency
Other stall cycles

MIPS

Flush penaties, aic
LSU: Translaton lodkup
LSU. Other reject

LSU Dcache miss

BSC tools @ PATC, Barcelona May 21-22 2012
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Core2 model
(core2duo t9400 @ 2.533 GHz)

Intel Core2Dun CPI model evolution for pmemd 2tasks x85 2 chop1 clustered fused extract 1.1 Cluster_1.0

3500

3000

cAl
MPS

FLUSH m LM -
] LM =  RETIRED m MPS —

FE m NonRETIRED me

FLUSH: Cycles stalled by branch mispredictions

DTLB: Cycles stalled by TLB misses

L2M: Cycles stalled by L2 misses

L1M: Cycles stalled by L1 misses

FE: Remaining stalled cycles

nonRETIRED: miss-speculated work? Instructions that entered the RS
(Reservation Stations) but did not retire — should be counted in CPI?
RETIRED: useful work

Core2 power model
(core2duo t9400 @ 2.533 GHz)

Dore2Duo Power consumption model evolution for pmemd 21asks xB6 2 chop! clustared fused exract.1.1.Cluste

my

BASE m  FE

0 1
15000 3500

14000 3000

13000 2500

12000 2000

MIPS.

1000 1500

10000

8000

FP eSMD m BPU m L1 s L2 mm MEM s INT m MPS —

BASE: Static consumption

FE: Regular instruction consumption, front-end component
BPU: Branch Prediction Unit consumption

FP/SIMD/INT: Consumption for FP/SIMD/integer instructions
L1: L1 consumption

L2: L2 & Front-Side-Bus consumption

MEM: Memory consumption

BSC tools @ PATC, Barcelona May 21-22 2012
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Folded source code line

THREAD 1.1.1
mo
P prrrTrT—
o W

479707 396 n= 435315 648 nz

Folded instructions

Ftew Eits Eges Srtan

Bafers Frmatis Ads
3 ¢ 0 Fes ad®

EME S

BSC tools @ PATC, Barcelona May 21-22 2012
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DBSCAN (Eps=0.005, MinPoints=10}
Trace ‘pepc sorted chop1, clustered. prv'
Bas0b - - bl

Chster 1
- Claster 2
Ters Cluster 3
Chster
Chsters o
Seva Chuster &
Chuster 7
@ tesdn Chuster 8
h | Chuster §
B aws | Chuster 10
|
§ Jes08
et 96 MIPS
tes0n J°
"
oha = _m " . .
o Ses0S  Tme0S  15esd3  JeeDS  25ee0s
Duaten

Cumulative sample value within cluster 4 of PEPC

!
oh

08

Hormanzed mare

o4 |

o2t

Tt |11

B0

Performance metrics

16 MIPS
2.3 M L2 misses/s
0.1 M TLB misses/s

doi=1,n
htable(i)%node = 0
htable(i)%key = 0
htable(i)%link = -1
htable(i)%leaves = 0
htable(i)%childcode = 0

End do

-70% time

htable%node = 0
htable%key = 0
htable®link = -1
htable%leaves = 0
htable%childcode = 0

=)

-18% instructions
-63% L2 misses
-78% TLB misses

253 MIPS (+1639%)

BSC tools @ PATC, Barcelona May 21-22 2012
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DBSCAN (Eps=0.005, MinPeints=10)
Trace 'pepc.sorted chopi, clustered, prv'
DOt - - -

- 403 MIPS Chus
Cluster 4
ot | g -
Clustar 7
g o Chustor
ul c‘wI!:
EI An+DE
§ Je+08
2e+08 ™
tes0n
1]
ohe = m "
o Se+08 Te+08 15e+08 Je+09 250+09
Duraton

, Cumulative sample value within cluster 3 of PEPC

Nomalized metric

04
Nermalized time

Performance metrics

Region A
100 MIPS
4 M L2 misses/s
0.4 M TLB misses/s

Region B
80 MIPS
2 M L2 misses/s
1 M TLB misses/s

BSC tools @ PATC, Barcelona May 21-22 2012
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Cumulative sample value within cluster 4 of PEPC

omaizes memic

Mormalized metic

Total instructons «
L2 cache misses .
C-TLB cache misses
0 02 04 08 08 1
Normaizeatime

7

-70% time

-18% instructions
-63% L2 misses
-78% TLB misses
253 MIPS (+163%)

omaizes memic

-30% time

-1% instructions

-10% L2 misses
-32% TLB misses

cimmm T BAAMIPS (+34%)

0 0z 04 08 0s 1
Normaszed tme

Mermanzed metic
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INTELLECTUAL PROPERTY RIGHTS
NOTICE:

e The User may only download, make and retain a copy of
the materials for his/her use for non-commercial and
research purposes.

* The User may not commercially use the material, unless
has been granted prior written consent by the Licensor
to do so; and cannot remove, obscure or modify
copyright notices, text acknowledging or other means of
identification or disclaimers as they appear.

* For further details, please contact BSC-CNS patc@bsc.es
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