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Impact of AI

• No more than 5 years ago the words “Artificial Intelligence” never appeared
in EU official documents

• Now everybody talks about AI and a product to be fancy must use it
• Research in AI grows at an unprecedented pace (300 papers/day on Arxiv)
• Private investments in AI have reached $ 100B in 2021 (AI Index Report)
• AI offers huge opportunities and challenges
• AI will disrupt industry and affect the labor market
• Information Technology and AI raise social, economic, ethical and political 

issues
• Europe wants to have a leading role in Artificial Intelligence
• Member states have set National Strategies on AI

Adaptive shoes

https://hai.stanford.edu/research/ai-index-2022
https://wahu.it/


Private Investments in AI



Artificial Intelligence in Europe

Artificial intelligence refers to systems that display intelligent 
behaviour by analysing their environment and taking actions 
– with some degree of autonomy – to achieve specific goals. 

…the strategy places people at the centre of the 
development of AI — human-centric AI. It is an approach to 
boost the EU’s technological and industrial capacity and AI 
uptake across the economy, prepare for socio-economic 
changes, and ensure an appropriate ethical and legal 
framework. 
Brussels, 8.4.2019
«Building Trust in Human-Centric AI»
European Commission 

Brussels, 25.4.2018
«Artificial Intelligence for Europe»
European Commission 



Artificial Intelligence in Europe

Apr 2018

The AI Landscape
Communication on AI for 
Europe

Nominated HLEG
Draft AI Ethical Guidelines
Policy and Investments 
Recommendations

Coordinated plan on AI

Dec 2018

White Paper on Artificial Intelligence: 
a European approach to excellence 
and trust

Feb 2020

European AI Act

Apr 2021

Ethical Guidelines of AI

Apr 2019



White Paper on AI

• A European approach to excellence and trust, 2020.
• Sets out policy options on how to achieve the twin objective of 

promoting the uptake of AI and of addressing the risks 
associated with certain uses of such technology:
1. Coordinated Plan on AI and EU Council 2020 Conclusion

Invest > 20% of the Recovery and Resiliency Facility to 6 objectives, including:
fostering the European development of the next generation of digital 
technologies, including supercomputers and quantum computing, blockchain, 
and human-centred Artificial Intelligence

2. AI Act



Objection

Placing AI among a full bunch of other technologies seems to miss a major 
point:

AI, differently from all others, is a General Purpose Technology, 
i.e. a technology that pervades and affects all fields of human 
activity, drastically altering societies through its impact on pre-
existing economic and social structures

https://en.wikipedia.org/wiki/General-purpose_technology



European Initiatives on AI 

• AI-on-demand platform: one stop shop for 
AI: 

– Catalogue of assets
– Experimentation platform 

• Follow up projects ICT49
• Networks of excellence ICT48
• ADRA, PPP on AI, Data and Robotics

Future
• CSA on Horizon Europe
• Preparatory action on Digital Europe
• European AI Lighthouse
• Many calls in Cluster4 
• Connections with related fields:

– HPC, IoT, Cybersecurity, Data Analytics, 5G

https://adr-association.eu/
https://ai-data-robotics-partnership.eu/
https://ellis.eu/news/ambitious-multi-centric-european-ai-lighthouse-moving-forward


Cluster 4 -Workprogram 2023-24 
D1 - Climate 

neutral, circular 
and digitized 
production 

TWIN-TRANSITION 
(KSO C)

Manufacturing 
Industry -MiE (8)

A New Way to Build, 
accelerating 

disruptive change in 
construction (2)

Energy Intensive 
Process Industries 

(18)

D2 - Increased 
autonomy in key 
strategic value 

chains for resilient 
industry 

RESILIENCE 
(KSO A)

Raw Materials for 
strategic autonomy 

and circular economy 
(10)

Safe and Sustainable 
by Design (SSbD) 

Chemicals and 
Materials (4)

Strategic Innovation 
Markets Driven by 

Advanced Materials 
(6)

Improving the 
resilience of EU 

businesses, especially 
SMEs and Startups (3) 

D3 - World leading 
data and 

computing 
technologies 
DATA (KSO A) 

Data sharing and 
analytics capacity (2)

From Cloud to Edge 
to IoT (5) 

D4 - Digital and 
emerging 

technologies for 
competitiveness and 

fir for the Green 
Deal DIGITAL-

EMERGING (KSO A)
Open Source for 

Cloud/Edge Digital 
Autonomy (2)

Photonics (8)

AI, data and robotics (4)

Graphene (4)

Quantum (8)

Emerging Techs (2)

D5 - Open strategic 
autonomy in 

developing, deploying 
and using global 

space-based 
infrastructures, 

services, applications 
and data 

SPACE (KSO A)
Competitiveness (5)

Access to Space  (3)

Egnoss upstream (3 Oth
Act)

Copernicus service (9)

EGNSS and Copernicus 
Downstream (6)

SSA, GOVSATCOM , 
Quantum (11)

CASSINI (3) & Space 
entrepreneurship (2)

D6 - A human-centred
and ethical 

development of digital 
and industrial 
technologies 

HUMAN 
(KSO D)

AI based on trust (4)

Internet of Trust (3)

Extended Reality (2)

Accelerating uptake of 
tech & innovation (3)

Industry 5.0 (2)

Standardization (4)

Cross-cutting: Bauhaus; 
decentralised social 
economy platforms

Energy efficiency and climate neutral process industries (6 P4P) 
Circularity and Zero Pollution in process industry (6 P4P) 
Clean Steel (6 CS)

Other Actions: NGI commons; Critical Raw Materials 
Exploration Investment Facility; UNECE resource management 
system; JRC & Action Plan on Critical Raw Materials; Raw 
Materials events; Support to Hydrogen 



STRATEGY EFFECTIVENESS



AI Index: 2021 Global AI Vibrancy Ranking

Weighted Index Scores in Research 
and Development and Economy

https://hai.stanford.edu/research/ai-index-2022


Who Is Winning the AI Race: China, the EU or the United States?

https://datainnovation.org/2021/01/who-is-winning-the-ai-race-china-the-eu-or-the-united-states-
2021-update/

1. China has surpassed the EU as 
the world leader in AI 
publications.

2. The quality of its AI research has 
generally trended upward year 
to year.

3. Its software and computer 
services firms have increased 
their R&D spending.

4. China now has nearly twice as 
many supercomputers ranked in 
the top 500 for performance as 
the United States 



Research goes private

• Allenare GPT-3 è costato 
$20 milioni (stima) 

• Solo pochi possono 
permettersi le risorse di 
calcolo necessarie

• Aumento di disparità tra 
chi detiene la tecnologia 
e chi no

Compute divide: only 
large companies have 
adequate compute and 
data resources

Number of European 
papers at NeurIPS 2022 
are less than those just by 
Google



NATIONAL STRATEGIES



AI Research Centers

• Germany:
– DFKI largest in Europe, just added a 4th one

• France:
– Report on AI for Humanity by Cédric Villani
– Created 4 Interdisciplinary Institutes for Artificial Intelligence
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1975 long historic tradition
Several Scientific Associations: AIxIA, GULP, SIREN, IEEE Italian Chapter

1984 ECAI in Pisa

1987 IJCAI in Milan

Recently

2017: Libro Bianco by AgID on AI in Public Administration

2018: National CINI Laboratory Artificial Intelligence and Intelligent Systems

2019: “Proposals for an Italian Strategy on AI” by “High-level working group on AI” from Ministry of 
Economic Development

2021: Programma Strategico per l’Intelligenza Artificiale 2022-2024

(https://assets.innovazione.gov.it/1637777289-programma-strategico-iaweb.pdf)

2021: First National PhD School in AI

AI Research in Italy

https://assets.innovazione.gov.it/1637777289-programma-strategico-iaweb.pdf


National PhD School in AI

• 5 PhD clusters
• First year 2022:

• 560 applications
• 170 grants

• 61 universities and 19 research
institutes



Italian Government

https://assets.innovazione.gov.it/1637777513-strategic-
program-aiweb.pdf
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Italian AI Strategic Program
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Priorities of the Italian Strategy

11 priorities

● Industry
● Education system
● Agri-food
● Culture and tourism
● Health
● Environment
● Banking, Finance
● Public administration
● Smart cities
● National security
● IT



Prof. Rita Cucchiara - UNIMORE

Strategic Areas



Spanish AI Strategy

Investment: 500M €
• Introduction and extension of AI technologies in the Spanish 

economy and society
• Development of the regulations to allow regulatory sandboxes

to test the application of AI in different areas
• Establishment of an advisory process that allows to analyze

and verify the safety and reliability of AI technologies, and 
regulations for compliance with ethical and social principles.

https://planderecuperacion.gob.es/politicas-y-componentes/componente-16-estrategia-nacional-de-inteligencia-artificial



Areas

• Fostering scientific research and technological development in 
AI

• Fostering national talent and attracting global talent in the 
field of AI

• Development of data platforms and technological 
infrastructures to support AI

• Integration of AI into value chains to transform the economy



SUGGESTIONS



Prof. Rita Cucchiara - UNIMORE

What is needed
to foster AI in Europe

1. AI architectures and models
2. Computing power and 

storage
3. Data, applications and … 

experts



A CERN for AI

• Would address all three
• Moreover:

• Overcome limited uptake in industry (SMEs in particular) and in the public sector
• Address big research challenges, e.g.

• Learning with less data models of the world
• Learning to reason and act
• Transfer between System 1 and System 2
• Learning to generalize across tasks

• US National AI Research Resource
• shared computing and data infrastructure that will provide AI researchers with 

access to compute resources and high-quality data, along with appropriate 
educational tools and user support
https://www.ai.gov/strategic-pillars/infrastructure/



Exponential Growth of LLMs
aka Foundation Models

Evolving paradigms:
• Feature engineered models
• Pretrained Models
• Fine-tuning Pretrained LLM
• Prompt-tuning LLM
• Zero-shot Reasoners



Model Prompting

Provide to the Language Model a task descrption, one 
example of the task, and the prompt for the answer

Translate English to French

see otter => loutre de mer

cheese =>

task description

example

prompt

outputfromage



Zero-shot Chain of Thought

T. Kojima et al. 2022. Large Language Models are Zero-Shot Reasoners. https://arxiv.org/pdf/2205.11916.pdf



Foundation Models

• Third breakthrough in Deep Learning 
in just 10 years:
1. ConvNets on GPUs
2. Pretrained Word Embeddings
3. Transformers with Attention

• Transformers are proving surprisingly 
versatile
– Applicable to text, vision a.w.a. 

multimodal tasks



Model Training Capabilities

• Only Big Tech have the capabilities to build them:
– OpenAI (GPT-3), Google (T5, PaLM, LaMDA), Microsoft (Megatron)  

• Meta is offering free access to OPT-3 175B model, 
acknowledging that “full research access [to LLMs] is still 
limited to only a few highly resourced labs”

• HuggingFace BigScience project collaboration at LHC scale 

https://ai.facebook.com/blog/democratizing-access-to-large-scale-language-models-with-opt-175b/
https://bigscience.huggingface.co/blog/model-training-launched


EUROPEAN ARTIFICIAL INTELLIGENCE ACT
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A52021PC0206

European Directive on Artificial Intelligence Regulation



Objectives

• ensure that AI systems placed on the Union market and used are 
safe and respect existing law on fundamental rights and Union 
values;

• ensure legal certainty to facilitate investment and innovation in AI;
• enhance governance and effective enforcement of existing law on 

fundamental rights and safety requirements applicable to AI 
systems;

• facilitate the development of a single market for lawful, safe and 
trustworthy AI applications and prevent market fragmentation



Definition of AI

Article 3, Point 1.
‘artificial intelligence system’ (AI system) means software that is developed with 
one or more of the techniques and approaches listed in Annex I and can, for a given 
set of human-defined objectives, generate outputs such as content, predictions, 
recommendations, or decisions influencing the environments they interact with.
Annex I
a) Machine learning approaches, including supervised, unsupervised and 

reinforcement learning, using a wide variety of methods including deep learning;
b) Logic- and knowledge-based approaches, including knowledge representation, 

inductive (logic) programming, knowledge bases, inference and deductive 
engines, (symbolic) reasoning and expert systems;

c) Statistical approaches, Bayesian estimation, search and optimization methods.



The European AI Act in a Nutshell

M. Kop. https://www-cdn.law.stanford.edu/wp-content/uploads/2021/09/2021-09-28-EU-Artificial-Intelligence-Act-The-European-Approach-
to-AI.pdf

• Unacceptable Risk. Divided into 4 categories: 2 
concern cognitive behavioral manipulations of 
people; 2 are social scoring and biometric 
identification systems.

• High Risk. Prior to market entrance: 1) internal 
ex ante AI Impact Assessment and Codes of 
Cinduct overseen by inclusive, multidisciplinary 
teams; 2) must undergo an approved 
conformity assessment and continously 
comply with AI requirements during their 
lifecycle (benchmarking, monitoring and 
validation); 3) registration of the AI system in a 
dedicated EU database; 4) a declaration of 
conformity must be signed and the Hi-Risk AI 
system must carry the CE marking.



High-Risk AI Systems

1. Biometric identification and categorisation of natural persons
2. Management and operation of critical infrastructure
3. Education and vocational training
4. Employment, workers management and access to self-

employment
5. Access to and enjoyment of essential private services and public 

services and benefits
6. Law enforcement
7. Migration, asylum and border control management
8. Administration of justice and democratic processes



The European AI Act in a Nutshell

M. Kop. https://www-cdn.law.stanford.edu/wp-content/uploads/2021/09/2021-09-28-EU-Artificial-Intelligence-Act-The-European-Approach-
to-AI.pdf

• Human Oversight Requirement. A human 
person should be able to oversee a Hi-Risk AI 
system.

• Limited Risk. Introduces specific transparency 
obligations for both users and providers of AI 
systems, such as bot disclosure. These apply 
also to automatic emotion recognition systems, 
biometric categorization and 
deepfake/synthetic disclosure.

• Minimal Risk. Exempt from transparency 
obligations.



The EU AI Body

• Enforcement
– The draft regulation provides for the installation of a new 

enforcement body at the Union Level: the European Artificial 
Intelligence Body (EAIB).

– At member level, the EAIB will be flanked by national supervisory 
authorities, each with “sufficient technological expertise and human 
and financial resources”.

– Fines for violations of the rules can be up to 6% of global turnover, or 
30 million € for private entities.



Sandboxes

• To prevent the rules from stifling innovation [no kidding] and 
hindering the creation of a flourishing AI ecosystem in Europe, 
the draft establishes AI regulatory sandboxes.

• Regulatory sandboxes aim to to foster AI innovation by 
establishing a controlled environment to test innovative 
technologies for a limited time



Concerns by CLAIRE

Concern 1: The proposed "single future-proof definition of AI" is deeply flawed. 
Concern 2: Such problematic definitions is likely to have detrimental consequences 
for the development, uptake and use of AI by European companies. 
Concern 3: The notion of quality of data (and data sets) remains unclear or even 
impossible to meet.
Concern 4: Lack of focus on the proper intended behaviour of AI systems. The 
responsibility and accountability for ensuring proper intended behaviour is not 
clearly defined. 
Concern 5: The proposed regulation is vague on citizens' rights and has important 
exceptions that negatively impact these rights. 
Concern 6: The proposed regulation will erode European competitiveness in the 
area of AI. 

https://claire-ai.org/


Concerns by CLAIRE

Concern 7: Even if European regulation succeeds in setting global standards, most R&D may end up 
taking place elsewhere. This will erode European sovereignty in the area of AI technology. 
Concern 8: Funding for AI research and innovation is insufficient and poorly distributed. It risks further 
increasing the fragmentation of the European AI ecosystem. 
Concern 9: In the absence of effective mechanisms and incentives, the cooperation required for 
success at the European level will not be achieved. 
Concern 10: Europe is losing the competition for AI talent with the US and China. Europe critically 
needs to stop the AI brain drain at all levels. 
Concern 11: A distributed version of the European lighthouse for AI will be ineffective and 
inconsequential. Instead a join CERN for AI could be a major success story for European AI, a powerful 
symbol and nexus for the ambition of "AI made in Europe", and a global attractor of talent. 
Concern 12: The actions foreseen under the plan are scattered and unlikely to substantially move the 
needle on AI research or innovation in the global context or to lead to game-changing AI capabilities.



My criticism

• Discriminating on the basis of techniques used in the 
development of software (ML no, Randomized algorithms yes) 
is weird

• It is outrageous that the regulations do not apply to “AI 
systems developed or used exclusively for military purposes”

• Applying ex post controls to AI systems viewed as black boxes 
does not help improving or spreading the technologies. Public 
institutions should invest more  on research and development 
of technologies for use by everybody.



Specific Issues

• Art. 10, comma 3. It is impossible to guarantee that “training, validation and 
testing data sets shall be […] free of errors and complete”

• Art. 11, comma 6. “Appropriate data governance and management practice shall 
apply for the development of high-risk AI systems other than those that make 
use of techniques involving the training of models in order to ensure that those 
high-risk AI systems comply with paragraph 2.”
Then any high-risk system, not just AI, must be subject to regulations.

• Art. 14, comma 3(e). “interrupt a system through a ‘stop button’”. It is well 
known that such mechanisms leads to paradoxical effects 
(https://medium.com/@shivamohan07/stop-button-paradox-in-agi-
69c3d008ae93)

• Art. 15. Comma 1. High-rick AI systems shall be designed and developed […] 
achieve […] an appropriate level of accuracy. What is appropriate?

https://medium.com/@shivamohan07/stop-button-paradox-in-agi-69c3d008ae93


USA designs and markets,
China builds,
Europe regulates.



WIDENING THE HORIZON



Technology Is Driving the Future, but Who Is Steering?

• Computing brings not only societal benefits but also 
significant societal costs, such as labor polarization, 
disinformation, and digital addiction.

• The typical reaction is to frame it as an “ethical issue”.
• The ethical lens is too narrow since the real issue is 

how to deal with technology’s impact on society.
• Ethics is about individual responsibility, Public Policy

is about societal responsibility
• We need to regulate not just technologies, but how 

companies exploit technologies

Moshe Vardi
Gödel Prize Lecture 2021
https://informatics.tuwien.ac.at/ne
ws/2040



Concentration

They are also the 
largest investors in 
AI and use it to 
expand to new 
sectors

Crucial issue for 
economy



Conclusions

• The European strategy on AI is disappointing
• Too little and too fragmented
• Too much focus on regulations
• Too much focus on specific aspects (explainability, trustworthyness)
• Lack of investments in broadly accessible critical infrastructures
• Funding by short term projects rather than for long ranging challenges
• AI is making big strides in technology every day: Europe risks to lag behind

in technical advances and deployment
• The major goal should be to democratize AI, making it available to all, not 

to slow down its adoption



Prof. Rita Cucchiara - UNIMORE

Thanks
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