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EDITORIAL COMMENT

We are proud to present the Book of Abstracts for the 2nd BSC International Doctoral Symposium.

During more than ten years, the Barcelona Supercomputing Center has been receiving undergraduate,
master and PhD students, and providing them training and skills to develop a successful career. Many of
those students are now researchers and experts at BSC and in other international research institutions.

In fact, the number of students has never decreased. On the contrary, their number and research areas
have grown and we noticed that these highly qualified students, especially the PhD candidates, needed a
forum to present their findings and fruitfully exchange ideas. As a result, in 2014, the first BSC Doctoral
Symposium was born and held during March of the same year.

Last year, a total of 17 presentations were given, 10 posters were exhibited, 2 short trainings on legal
protection of computer programmes and how to do a good presentation were conducted; and we reached
more than 50 attendees.

In this second edition of the BSC Doctoral Symposium we have been even more ambitious. We have
opened the participation to students all over the world (and thus, incorporated the International designation)
and have succeeded enrolling students from different countries. Moreover, the talks scheduled have
increased from 17 to 34, and the posters to be presented are 32 instead of 10. Also, we have planned a
keynote speaker’ talk, and an extensive training course on scientific writing.

The talks will be held in seven different sessions and will tackle the topics of: Postdoc research at BSC;
Algorithms, Physics & Data Science; Scheduling, Interconnections and Simulations; Computer Sciences
and Applications; Earth Sciences and Physics; and Life Sciences. The posters will be exhibited and
presented during five poster sessions that will give the authors the opportunity to explain their research and
results.

The keynote speaker Nuria Oliver will share with us her deep experience on scientific research in Telefonica
R&D. She is the Scientific Director and founder of the User, Data and Media Intelligence research team in
Telefonica Research, besides being an active researcher and has written over 100 scientific papers in
international conferences, journals and book chapters. Her work has been widely recognized by the
scientific community with over 8100 citations.

The training course will be an 8-hour course that will review the fundamentals of scientific writing and
provide practice regarding these concepts. The lecturer is an experienced scientist, Josep Lluis Pelegri,
who has supervised 14 doctoral dissertations and published about 90 SCI papers.

This Book of Abstracts follows the order of the programme of the 2nd BSC International Doctoral
Symposium, and all the information is arranged according to the order of participation of the students.
Information about the participants and accepted extended abstracts are published after a rigorous review
process and with permission of the authors.

We hope that this publication is a valuable contribution to the reflection and dissemination of how the usage

of high performance computing technologies and resources are key-factors to promote the scientific and
social development in many different areas.

BSC Education & Training team
education@bsc.es
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WELCOME ADDRESS

| am delighted to welcome all the PhD students, Postdoc researchers, advisors, experts and attendees
participating in the 2nd BSC International Doctoral Symposium.

This year edition has reached international relevancy and students from different countries and
organizations will take part in the symposium. Nevertheless, the goal of the event continues to be providing
a framework to share research results of the projects developed by PhD thesis that use High Performance
Computing in some degree. Additionally, we will offer an 8-hours training on one skill that will be useful to all
the participants as researchers and professionals.

The symposium was conceived in the framework of the Severo Ochoa Program at BSC, following the
project aims regarding the talent development and knowledge sharing. Keeping that in mind, the symposium
provides an interactive forum for PhD students considering both the ones just beginning their research and
others who have developed their research activities during several years.

As a consequence, | highly appreciate the support provided by BSC and the Severo Ochoa Center of
Excellence Programme that make possible to celebrate this event.

| must add that | am very grateful to the BSC directors for supporting the symposium, to the group leaders
and to the worldwide advisors for encouraging the participation of the students in the event. Moreover, |
wish to specially thank the keynote speaker Nuria Oliver and the invited lecturer Josep Lluis Pelegri, for
their willingness to, respectively, share with us their deep experience on scientific research in Telefonica
R&D and lecture us on how to improve the scientific writing.

And last but not least, | would like to thank all PhD students and Postdoc researchers for their presentations
and effort. | wish you all the best for your career and | really hope you enjoy this great opportunity to meet
other colleagues and share your experiences.

Dr. Maria Ribera Sancho
Manager of BSC Education & Training
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PROGRAMME

Start time Activity Speaker/s
9.00h | Welcome and opening Mateo Valero,
BSC Director
9.15h | Keynote Speaker talk: Research in Telefénica R&D Nuria Oliver,
Scientific Director Telefonica R&D

10.10h | First Poster Session & coffee break

Heating Bulk lons in DEMO with ICRF waves

Dani Gallart, BSC Computer Applications in Science & Engineering Dept.

Rayleigh wave ellipticity measurements in the Iberian Peninsula and Morocco

Clara Gomez-Garcia, Spanish National Research Council

Implementation of Dynamic Aerosol-Radiation Interaction within the NUMB/BSC-CTM
Vincenzo Obiso, Earth Sciences Dept.

State-of-the-Art Climate Predictions for Energy Climate Services

Veronica Torralba, Institut Catala de Ciénces del Clima

Identification of novel type 2 diabetes susceptibility loci through wholegenome imputation using
sequencing based reference panels into 13.201 cases and 59.656 controls
Silvia Bonas Guarch, BSC Life Sciences Dept.

Parallel programming issues and what the compiler can do to help
Sara Royuela, BSC Computer Sciences Dept.

First Talk Session: Postdoc research at BSC (first part)

10.40h | Methodology to predict scalability of parallel Claudia Rosas,
applications BSC Computer Sciences Dept.
11:00h | Mesh generation to simulate incompressible Abel Gargallo-Peiré, BSC Computer
Navier-Stokes equations with wind turbines Applications in Science & Engineering
Dept.
11.20h | Measurements and computer simulations: whom do we Enza Di Tomaso,
trust for atmospheric composition? BSC Earth Sciences Dept.
11.40h | HPC and edge elements for geophysical Octavio Castillo,
electromagnetic problems: an overview BSC Computer Applications in Science
& Engineering Dept.

12.00h | Second Poster Session & coffee break

Automatic Query Driven Data Modelling in Cassandra
Roger Hernandez, BSC Computer Sciences Dept.

Modelling the Contact Propagation of Nosocomial Infection in Emergency Departments
Cecilia Jaramillo, Universitat Autonoma de Barcelona

MACC: Mercurium ACCelerator Model
Guray Ozen, BSC Computer Sciences Dept.

Capturing the action of current antipsychotic drugs at G protein-coupled receptors (GPCRs) by means
of Markov State Model analysis

Ismael Rodriguez-Espigares, Universitat Pompeu Fabra (UPF) - Hospital del Mar Medical Research
Institute (IMIM)

A 3D-1D cardiac-vascular computational feedbacked model
Alfonso Santiago, BSC Computer Applications in Science & Engineering Dept.
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2nd International BSC Doctoral Symposium 2015 - 5th May

Start time Activity Speaker/s
First Talk Session: Postdoc research at BSC (second part)
12.20h | From imaging to simulation: a framework applied to Ruth Aris,
simulate the blood flowing the carotids BSC Computer Applications in Science
& Engineering Dept.
12:40h | Optimizing a coarse-grained model for the recognition Agusti Emperador,
of protein-protein binding BSC Life Sciences Dept.
13.00h | Lunch break
15.00h | Training An Introduction to Scientific Writing starts; Lecturer Josep Lluis Pelegri, ICM-CSIC
17.00h | Coffee break
17.15h | Training An Introduction to Scientific Writing continues; Lecturer Josep Lluis Pelegri, ICM-CSIC
19.00h | Adjourn




2nd International BSC Doctoral Symposium 2015 - 6th May

Start time Activity | Speaker/s
9.00h | Opening of the second day
Second Talk Session: Algorithms, Physics & Data Science
9.10h | Study of Preconditioners based on Markov Chain Monte Oscar A. Esquivel (Postdoc),
Carlo Methods CONACYT-BSC Computer Sciences
Dept.
9.30h | Supercomputing simulations for Beyond Standard Model Rafael Delgado,
theories at the TeV scale: non-standard gravity and Universidad Complutense de Madrid
electroweak interactions
9.50h | Discovering most significant news using Network llya Blokh,
Science approach Perm State University
10.10h | Linompss - A Linear Algebra Library on OMPSs Sicong Zhuang,
BSC Computer Sciences Dept.
10.30h | Third Poster Session & coffee break
Evaluation of Modelling Systems in High Resolution to Assess the Air Pollutant Impacts on
Human Health
Sergio N. Gonzalez (Postdoc), BSC Earth Sciences Dept. - CONACYT.
Binding Free Energy and Ligand Orientation Calculations using A Monte Carlo Method with
Markov Sate Analysis
Daniel Lecina, BSCLife Sciences Dept.
Asynchronous parallel fluid solver and particle transport
Edgar Olivares, BSC Computer Applications in Science & Engineering Dept.
A parallel coupled algorithm for the solution of deformable two-body contact problem
Matias Rivero, BSC Computer Applications in Science & Engineering Dept.
Resource Management for Software Defined Data Centers for Heterogeneous Infrastructures
Marcelo Amaral, BSC Computer Sciences Dept.
A framework for multidimensional indexes on distributed and highly-available data stores
Cesare Cugnasco, BSC Computer Sciences Dept.
Mathematical Representation of the Hardware Round-Robin Scheduler Analytical Model for
Single-ISA Heterogeneous Architectures
Daniel Nemirovsky, BSC Computer Sciences Dept.
Third Talk Session: Scheduling, Interconnections and Simulations
11.20h | Criticality-Aware Dynamic Task Scheduling for Kallia Chronaki,
Heterogeneous Systems BSC Computer Sciences Dept.
11.40h | Interconnect Energy Savings on MapReduce Clusters Renan Fischer e Silva,
BSC Computer Sciences Dept.
12.00h | Efficient Address Translation for Memory Intensive Vasileios Karakostas,
Workloads BSC Computer Sciences Dept.
12.20h | High Performance Computing Based Simulation for Zhengchun Liu,
Healthcare Decision Support Universitat Autonoma de Barcelona
12.40h | Hardware Scheduling Algorithms for Asymmetric Single- Nikola Markovic,
ISA CMPs BSC Computer Sciences Dept.
13.00h | Lunch break
15.00h | Training An Introduction to Scientific Writing continues; Lecturer Josep Lluis Pelegri, ICM-CSIC
17.00h | Coffee break
17.15h | Training An Introduction to Scientific Writing continues; Lecturer Josep Lluis Pelegri, ICM-CSIC
19.00h | End of the Training and Adjourn
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Start time Activity | Speaker/s

9.00h | Opening of the third day
Fourth Talk Session: Life Sciences

9.10h | Macroscopic structures generated by microorganisms Francisco Alarcon,
swimming in a fluid Universitat de Barcelona
9.30h | Assessment of scoring functions performance to re- Didier Barradas,
rank docking decoys from FFT(Fast Fourier Transform) BSC Life Sciences Dept.
programs
9.50h | Implementation of an Internal Coordinates Anisotropic Victor A. Gil,
Network Model in PELE BSC Life Sciences Dept.
10.10h | Inter-residue interactions in membrane proteins Eduardo Mayol,
Universitat Autonoma de Barcelona

10.30h | Fourth Poster Session & coffee break

Galaxy Gears: Web Services integration into Galaxy workflows
Dmitry Repchevsky, BSCLife SciencesDept.

Single amino acid mutation controls hole transfer dynamics in DNAmethyltransferase Hhal
complexes
Marina Corbella, Universitat de Barcelona

Catalytic surface radical in dye-decolorizing peroxidase
Marina Cainellas, BSCLife SciencesDept.

Theoretical study on the activation mechanism of AMP-kinase by means of
Molecular Dynamics Simulations
Carolina Estarellas (PostDoc), Universitat de Barcelona

GWImp-COMPSs: An Integrated Framework for Large-scale
Genome-wide Imputation and Association Testing
Marta Guindo, BSCLife SciencesDept.

PMut2015: a web-based tool for predicting pathological mutations on proteins
Victor Lopez, BSCLife SciencesDept.

Influence of Temperature on the Topological Features of Inner Cavities in Cytoglobin
Constanti Seira, Universitat de Barcelona

Cation- TT-cation interactions in proteins
Silvana De Souza Pinheiro, Universitat de Barcelona

Fifth Talk Session: Computer Sciences and Applications

11.20h | A novel approach to reconstruct the plinian and co- Alejandro Marti,
ignimbrite phases of large eruptions - Campanian BSC Computer Applications in
Ignimbrite Science & Engineering Dept.
11.40h | Plasma Physics Code Contribution to the Mont-Blanc Xavier Saez,
Project BSC Computer Applications in
Science & Engineering Dept.
12.00h | Folding: reporting instantaneous performance metrics and Harald Servat,
source-code references BSC Computer Sciences Dept.
12.20h | Probabilistically Time-Analyzable Complex Processors in Mladen Slijepcevic,
Hard Real-Time systems BSC Computer Sciences Dept.
12.40h | Improving the prefetching performance through code Marti Torrents,
region profiling UPC BarcelonaTech

13.00h | Lunch break
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2nd International BSC Doctoral Symposium 2015 — 7th May

Start time Activity Speaker/s
Sixth Talk Session: Earth Sciences and Physics

14.00h | Dynamics of double-polarity subduction: application to the Mireia Peral,

Western Mediterranean Institute of Earth Science Jaume
Almera (CSIC)

14.20h | Characterization of coal power plants plume dynamics Victor Valverde,
under typical synoptic conditions over the Iberian Peninsula BSC Earth Sciences Dept.

14.40h | Quantum dynamics study of the hydrogen molecule Manel Mondelo-Martell,
confined in single-walled carbon nanotubes Universitat de Barcelona

15.00h | Fifth Poster Session & coffee break

Hecuba: NoSql made easy
Guillem Alomar, BSC Computer Sciences Dept.

Scaling Irregular Array-type Reductions in OmpSs
Jan Ciesko, BSC Computer Sciences Dept.

DLP Acceleration on General Purpose Cores
Milovan Duric, BSC Computer Sciences Dept.

Enhancing Timing Analysis for COTS multicores for the Space industry: a software approach
Gabriel Fernandez, UPC BarcelonaTech

Methodology to select a I/O configuration (hardware resources and stack software) in cloud
platform
Pilar Gémez, Universitat Autonoma de Barcelona

A Multiphysics implementation for conjugate heat transfer and compressible-low mach
coupling
Miguel Zavala, BSC Computer Applications in Science & Engineering Dept.

Understanding Scientific Application's Performance
Oriol Tinto , Universitat Autonoma de Barcelona

Seventh Talk Session: Life Sciences

15.30h | Sugar Conformations that Enhance Cleavage of Glycosidic Lluis Raich,
Bonds in Carbohydrate-Active Enzymes Universitat de Barcelona
15.50h | pyDock performance in 5th CAPRI edition: from docking Chiara Pallara,
and scoring to binding affinity predictions and other BSC Life Sciences Dept.
challenges
16.10h | Characterization of complex chromosomal rearrangements Marta Munar,
in cancer genomes BSC Life Sciences Dept.

16.30h | Conclusions

17.00h | End of the Doctoral Symposium
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KEYNOTE SPEAKER

Nuria Oliver

Nuria Oliver is currently the Scientific Director and founder of the User, Data and
Media Intelligence research team in Telefonica Research (Barcelona, Spain). She is
responsible for the HCI, Mobile Computing, Big and Personal Data Mining, User
Modeling and Multimedia Research Areas. Nuria received the BSc (honors) and
MSc degrees in Electrical Engineering and Computer Science from the ETSIT at the
Universidad Politecnica of Madrid (UPM), Spain, in 1992 and 1994 respectively. She
received her PhD degree from the Massachusetts Institute of Technology (MIT),
Cambridge, MA, in June 2000. From July 2000 until November 2007, she was a
researcher at Microsoft Research in Redmond, WA. At the end of 2007, she
returned to Spain to co-create the Research organization at Telefonica R&D by creating and leading her
research team.

Her research interests include artificial intelligence, health monitoring, mobile computing, personal and big data
analysis, statistical machine learning and data mining, smart environments, context awareness, multimedia data
analysis, recommender systems, social network analysis, computational social sciences, and human computer
interaction. She is currently working on the previous disciplines to build human-centric intelligent systems and
improve the world with technology.

Nuria has written over 100 scientific papers in international conferences, journals and book chapters. Her work
has been widely recognized by the scientific community with over 8100 citations. According to Google Scholar
Nuria is the most cited female computer scientist in Spain. Nuria has over 40 patent applications and granted
patents. She is also in the program committee and a reviewer of the top conferences in her research areas
(IJCAI, 1Ul, UMAP, ACM Multimedia, ICMI-MLMI, SocialComp, Interaction, PervasiveHealth, MIR, LoCA, MMM,
CVPR, Ubicomp, MobileHCI, ICCV, AAAI, efc...). She was program co-chair of [Ul 2009 and of MIR 2010,
general conference co-chair of UMAP 2011, industry-day co-chair of IJCAI 2011, track co-chair of ACM WWW
2013 and track founder and co-chair in ACM MM 2014, among others.

She regularly gives invited talks about her research both for scientific and the general public. She has been a
keynote speaker at IEEE EUSIPCO 2011, European Wireless Conference 2014, ACM and IEEE MODELS 2014
and NTTS 2015, among others. She has given two TEDx talks, a WIRED talk and is co-organizer of the first ever
TEDxXBCN event devoted to Education. She has spoken to the Spanish Senate.

She believes in the power of technology to empower and increase the quality of life of people. She has received
a number of awards, including an ACM ICMI 2014 10-year Technical Impact Award (2014), a Rising Talent
Award by the Women's Forum for the Economy and Society (2009), MIT’'s “TR100 Young Innovators Award’
(2004) and the First Spanish Award of EECS graduates (1994). She is a Senior Member of the ACM and IEEE.

Besides her scientific publications, she is very interested in making science available to the general public. She
has been a technology writer for Tecno2000 magazine and ‘El Pais’ newspapers, among others. Her work has
been featured on multiple newspapers, magazines, radio and TV stations both in Spain and the US. She has
been featured in Glamour magazine as 'one of the top female directors in Spain' (2015), diari ARA, in EL PAIS
Sunday magazine as one of a few 'female directors in technology' (2012), named <% Rising Talent by the
Women's Forum for Economy & Society (October 2009),%> one of the '13 most influential young women in
Spain' (MujerHoy Magazine, 2012), one of 100 leaders of the future' by Capital Magazine (May 2009) and one of
the 'Generation XXI: 40 Spanish youngsters that will make news in the Third Millenium ' by EL PAIS (2000).

~18~
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LECTURER & TRAINING

Josep Lluis Pelegri
Institut de Ciéncies del Mar, CSIC

Josep Lluis has a PhD in Physical Oceanography and extensive experience working
with the industry and as an undergraduate and graduate lecturer. He was the Dean for
the School of Marine Sciences at the Universidad de Las Palmas de Gran Canaria
and the Earth Sciences coordinator for the Spanish National Evaluation Agency. Since
2003 he works at the Institute of Marine Sciences (CSIC), currently as a Research
Professor and member of CISC’s Natural Resources committee. He has advised 14
doctoral dissertations and published about 90 SCI papers.

Training “An Introduction to Scientific Writing”

To become a successful scientist, it is not enough to have a good theoretical background and to learn innovative
technical skills. It is equally necessary to develop good writing skills so that you can efficiently communicate your
ideas and results. Your articles and proposals need to be attractive and informative so that they get read and
cited. This course will provide the essentials on scientific writing style, including the basic elements on how to
plan, draft and write the final version of your paper.

An Introduction to Scientific Writing
Prof. Josep L. Pelegri, Institut de Ciéncies del Mar
5and 6 May 2015, 15:00-19:00

General course description:

To become a successful scientist, it is not enough to have a good theoretical background and to learn innovative
technical skills. It is equally necessary to develop good writing skills so that you can efficiently communicate your
ideas and results. Your articles and proposals need to be attractive and informative so that they get read and
cited. This course will provide the essentials on scientific writing style, including the basic elements on how to
plan, draft and write the final version of your paper.

Number of hours: 8 hours lectures + 8 hours of home work

Requirements: Good English knowledge. Students are also required to bring their own laptop. Students are
asked to write a short scientific assay (1-3 pages) and bring it to the first day of class. At the end of the first day,
they will be asked to critically revise this assay, on their own or by groups, following the guidelines and ideas
instructed during that day. Students will bring the revised assay on the second day, where the assays will be
jointly revised.

Detailed program:
The first day will be dedicated to review the fundamentals of scientific writing. In the second day we will practice
these concepts, students will team to analyse samples of their own work.

Part 1: Why becoming a professional writer. The basics of words and sentences. Tense choice: old and new
information. Active versus passive voices. Topic, action/challenge and stress. From sentences to paragraphs and
sections: the flowing message. Nested arcs. Internal coherence and esthetic consistency. From the first draft to
the final manuscript.

~19~
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Keynote Speaker

Part 2: Targeting your audience. Laying out the elements of the story. Outline your paper: sections, figures and
tables. Opening and challenge. Action and resolution.

Recommended reading:
Gopem G, Swan J. 1990. The science of scientific writing. American Scientist.
https://www.americanscientist.org/issues/pub/the-science-of-scientific-writing

Marek, P. 2010. The basics of scientific writing in APA style.
http://www.worthpublishers.com/Catalog/uploadedFiles/Content/Worth/Custom_Solutions/Psychology_ForeWord
s/Marek_Ch04_APAstyle_Color.pdf

Olson L., 2014. Guide to academic and scientific publication. How to get your writing published in scholarly
journals. http://www.proof-reading-service.com/guide/

Peat J. 2002. Scientific writing. Easy when you know how. BMJ Books.
http://image.sciencenet.cn/olddata/kexue.com.cn/upload/blog/file/2010/11/2010111022210817101.pdf

Schimel J. 2012. Writing science — How to write papers that get cited and proposals that get funded. Oxford
University Press, Oxford, 221 pp.

Strunk W, White EB. 2000. The elements of style. Fourth Edition, Longman, New York, 105 pp.

Williams JM. 1990. Style: Toward clarity and grace. The University of Chicago Press, Chicago, 208 pp.

Online resources

- Grammar:

British Council: http:/learnenglish.britishcouncil.org/en/english-grammar
Edu find: http://www.edufind.com/english-grammar/english-grammar-guide/

- Dictionary and thesaurus:
Reference web mail: www.dictionary.com, www.thesaurus.com
Oxford English dictionary: www.oed.com

- Other:

The Writing Center, UNC at Chapel Hill: http://writingcenter.unc.edu/handouts/
Butte College TIP Sheets: http://www.butte.edu/cas/tipsheets/

Essay Info Writing Guide. http://essayinfo.com/essays/narrative_essay.php




TALK PRESENTERS

Claudia Rosas
Barcelona Supercomputing Center

Claudia Rosas got the B.S. degree in computer engineering in 2008 from Universidad
Valle del Momboy (Venezuela). She got the M.Sc. in High-Performance Computing in
2009 and the Ph.D. in High-Performance Computing in 2012, both from Universitat
Autonoma de Barcelona (Spain). Her research interests include high performance
parallel applications, automatic performance analysis and dynamic tuning. In 2012, she
joined as a Post-Doctoral Researcher in the Barcelona Supercomputing Center. Her
daily tasks are related to the Intel-BSC Exascale Lab, being her main focus the
prediction and extrapolation of the expected performance of parallel applications at
Exascale Computing.

Talk “Methodology to predict scalability of parallel applications”

In the road to exascale computing, the inference of expected performance of parallel applications results in a
complex task. Performance analysts need to identify the behaviour of the applications and to extrapolate it to
non-existent machines. In this talk, | present a methodology based on collecting the essential knowledge about
fundamental factors of parallel codes, and to analyse in detail the behaviour of the application at low core counts
on current platforms. The result is a guide to generate the model that best predicts performance at very large
scale. Obtained results from executions at low core counts showed expected parallel efficiencies with a low
relative error.

Abel Gargallo-Peiré

Barcelona Supercomputing Center

Since 2014 he is working as Postdoc researcher at BSC. After graduating in
Mathematics in UPC (five-years degree) in 2010, he did a Master in Applied
Mathematics and in 2014 he finished his PhD in Applied Mathematics, which was
entitled “Generation of curved meshes for high-order unstructured methods” and was
directed by J. Sarrate (UPC), and X. Roca (MIT). During the PhD thesis | developed two
research stays at the Aeronautics and Astronautics Department from MIT (Cambridge,
USA). My main research interests are mesh generation, curved mesh generation, high-
order methods, mesh adaptivity, and mesh optimization.

Talk “Mesh generation to simulate incompressible Navier-Stokes equations with wind turbines”
My talk proposes a new methodology to generate hybrid meshes to simulate incompressible Navier-Stokes
equations in the framework of wind energy to estimate the production of a given wind turbine field. The target
meshes must fulfil several requirements: boundary layer close to the topography, wind mesh conformably
adapted to the disc with actuator disc, wake mesh size transition, wake mesh adaptation, radial mesh transition
to conform the external mesh size.
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Enza Di Tomaso

Enza Di Tomaso has a degree in Physics from the University of Bologna in Italy and a
PhD in Engineering Mathematics from the University of Bristol in UK. She has worked
as lecturer at the University of Bristol before moving to the field of atmospheric
science, initially working for the ltalian Research Council on the retrieval of
precipitation from satellite observations, and subsequently working at the European
Centre for Medium-Range Weather Forecasts in Reading, UK, on exploiting satellite
observations for Numerical Weather Prediction. Recently, at BSC, she has expanded
her interest to atmospheric chemistry and in particular to aerosol data assimilation.

Talk “Measurements and computer simulations: who do we trust for atmospheric

composition?”

Computer simulations are able to provide a description of the atmosphere at unprecedented fine spatial and
temporal scales, thanks to the most recent advances made in model developments and to the increasingly
available computational resources. However, due to our limited understanding of physical processes in the
atmosphere, their accuracy is not at the level of atmospheric measurements, which, on the other hand, suffer of
a lower temporal resolution and sparser coverage and, by their nature, lack predictive skills. Given that limitations
and uncertainties exist both in models and measurements, whom do we trust for the correct estimation of
atmospheric variables? The Bayesian paradigm provides a probabilistic approach for optimally combining in a
data assimilation framework the two pieces of information (model simulations and observations) weighted by
their respective uncertainties. We report here on the developments on this field at the Earth Sciences
Department of the Barcelona Supercomputing Center (BSC) for measurements and model simulations related to
mineral dust. We resort to a data assimilation technique particularly suited to high-performance computing
applications, and show that it improves significantly the characterisation of the atmospheric dust load.

Ruth Aris

Ruth Aris was born in Barcelona. She holds an MSc in Physics from Universitat de
Barcelona. She has worked as associate professor at Universitat de Barcelona and
Universitat Politécnica de Catalunya.

Since 2007, Ruth Aris is working at the Computer Applications in Science and
Engineering (CASE) Department of the Barcelona Supercomputing Center (BSC).
As a PhD student, she developed a Large Scale Computational Model in the
Ventricular Myocardium at the High Performance Computational Mechanics Group.
The Cardiac Computational Mechanics tool involves Physical modelling,
Mathematical algorithms, code development and optimization, all adapted to run
efficiently in large-scale parallel computers. Alya System is the in-house HPCM tool.
His main lines are on Computational Mechanics and HPC, with a strong focus in Biomechanics.

Recently, Ruth Aris has been a Postdoctoral Fellow at Mount Sinai Hospital in New York. In the current project,
she has extended her work in simulation to medical imaging, focusing on the simulation of the blood flow within
the carotid arteries.

Talk “From imaging to simulation: a framework applied to simulate the blood flow in the
carotids”

During my stay at Mount Sinai in New York, | have developed a methodology to extract information from medical
imaging and use it for hemodynamical simulation in arteries. Based on in-vivo magnetic resonance images
(MRI), the velocity of the blood flow has been measured at different positions and times. Also, the anatomy of
the vessel has been converted into a volume mesh suitable for numerical modelling. This data has been used to

~22~
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Solve computationally the dynamics of the fluid inside the artery in healthy and pathologic cases. As an
application, we have developed a computational model within the carotids. The next step in the pipeline will be to
extend the simulation to fluid-structure interaction (FSI) to find the parameters in an atherosclerotic plaque that
could lead to rupture.

Agusti Emperador

Barcelona Supercomputing Center

He got a degree in Physics by the University of Barcelona in 1996 and became Doctor
in Physics by the University of Barcelona in 2000. He also was teaching assistant,
academic year 2000-2001 (Theory and problems lectures of Mechanics). Departament
d'Estructura i Constituents de la Materia, Faculty of Physics, University of Barcelona.
Agusti had a Postdoc position in the Department of Physics of the University of Trento
(Italy), (October 2001 - June 2003) and a Postdoc position in the Department of
Physics of the University of Oxford (UK), July (2003 - March 2004). After he got a
Postdoc position in the Department of Physics and Nuclear Engineering of the
Universitat Politécnica de Catalunya (April 2004 - March 2006) and became Ramon y
Cajal researcher in the Institute for Research in Biomedicine in May 2006. In
December 2011 started working at BSC as research associate in the Institute for Research in Biomedicine.

Talk “Optimizing a coarse-grained model for the recognition of protein-protein binding”

Our team is optimizing a force-field to be used with our coarse-grained protein model for the recognition of
protein -protein binding. We have found that, apart from ranking correctly the ligand-receptor conformations
generated in a protein-protein docking algorithm, our model is able to distinguish binding (experimental
structure) from nonbinding (false positive) conformations for many complexes. This suggests us that the model
could have a good performance in complete cross-docking, a method aimed to recognize the possible binding
between any two proteins that are unknown to interact.

Oscar A. Esquivel
CONACYT-Barcelona Supercomputing Center

0. A. Esquivel-Flores received his Bachelor's degree in Applied Mathematics and
Computing from Universidad Nacional Autonoma de México. M.S. degree in Computer
Sciences from Universidad Auténoma Metropolitana, México and PhD degree in
Computer Engineering from UNAM in 2013.

Actually he works on parallel and high performance computing as part of a postdoctoral
position at the Barcelona Supercomputing Center as an international agreement with
National Council of Science and Technology of México

Talk “Study of Preconditioners based on Markov Chain Monte Carlo
Methods”

Nowadays, analysis and design of novel scalable methods and algorithms for fundamental linear algebra
problems such as solving Systems of Linear Algebraic Equations with focus on large scale systems is a subject
of study. This research focus on the study of novel mathematical methods and scalable algorithms for
computationally intensive problems, such as Monte Carlo, and Hybrid Methods and Algorithms.

Rafael Delgado
Universidad Complutense de Madrid

Rafael Delgado is PhD student in the Effective Theories in Modern Physics Group, at the Theoretical Physics
Dept., Universidad Complutense de Madrid. His supervisors are Felipe J. Llanes-Estrada and Antonio Dobado.
He is also working with J.A.R. Cembranos, S. Moretti, J.J. Sanz-Cillero, M.J. Herrero and Doménec Espriu.
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His research field is particle physics phenomenology of Beyond Standard Model (BSM) theories. Specially, in the
range of energies which can be reached at the LHC. He has considered two cases: effective theories implying a
strongly interacting Electroweak Symmetry Breaking Sector (a non-standard Higgs
sector), and Kaluza Klein models of gravity, involving extra dimensions. For both
projects, He has needed computer time from the RES (Spanish Supercomputing
Network), which was granted in the Tirant supercomputer.

Talk “Supercomputing simulations for Beyond Standard Model theories
at the TeV scale: non-standard gravity and electroweak interactions”

The LHC experiment has given us two new pieces of information about the physics
at the TeV scale. The first one is the existence of a new bosonic resonances at
about 125 GeV which, with the available data, fits the properties of the Standard
Model Higgs boson. The second one, a mass gap for the presence of new physics
until 600-700 GeV. In this work, we are studying two models: a brane world model, and a strongly interacting
'Higgs' sector. Our aim is to guide experimental searches at the LHC and beyond by performing independent
theory studies. The CPU time needed exceeds reasonable demands on our departmental 20-PC cluster and
suggests employing a supercomputer facility at a modest level (1/4 M hours/year).

llya Blokh

Perm State University

Born in 1990. After finishing mathematical school went to Perm State University to
the Faculty of Mechanics and Mathematics. Finished in 2011 the bachelor program
at department of mathematical maintenance of computer systems and finished in
2013 the master program in the same place. The theme of master project was
“Genetic algorithm of route modelling by parameters for mobile tourist's application”.
Passing post-graduate study in PSU since 2014.

Talk “Discovering most significant news using Network Science
approach”

The role of Internet mass media increased greatly in the recent years. Internet media attracts more and more
audience coverage and thereby its role in forming of public opinion strengthens. Public organizations, political
parties, companies as well as public figures, politicians and entrepreneurs are interested in any mentioning of
them or of some specific facts concerning them in media including Internet media. They often trace a quantity of
web-sites citing them, and different sources where some significant news could appear. Significant news finding
could be also useful for common Internet uses since the amount of daily media publications is large and some
news which are significant for someone could be missed. Thus significant (in some context) news identification is
essential and actual problem.

Sicong Zhuang
Barcelona Supercomputing Center

) Sicong Zhuang graduated from the Master MIRI (Master in Innovation and Research in
Informatics) specialized for HPC from UPC (Universitat Politecnica de Catalunya), Spain
in 2014. During his master, his research focused on the process variation and soft error
on register files and memory systems.
He started his collaboration with the BSC (Barcelona Supercomputing Center) during
the last semester working on developing parallel sparse Cholesky factorization. He
joined BSC Computer Science department as a resident student right after graduation
and is currently a PhD candidate in UPC as well. His current research focuses on
numerical linear algebra algorithms and parallel computing. He is also one of the
developers of the Linompss.

Talk “Linompss — A Linear Algebra Library on OMPSs”
LINOMPSs, a parallel linear algebra library built on top of OMPSs. The research group | am part of not only
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considers LINOMPSs as an environment for the development of linear algebra applications and benchmarks for
the Computer Science Department. In our own department for example, we use LINOMPSs to experiment with
mixed-precision and incomplete/inaccurate computations. With the expertise of the CASE and Earth Science
Department at BSC, we envision LINOMPSs as a tool for cross-disciplinary collaboration and the development of
industrial-strength engineering applications.

Kallia Chronaki

Kallia Chronaki has a degree in Computer Science and a master in Computer
Architecture, both from University of Crete, Greece. During her studies she also worked
as a research assistant in the Computer Architecture and VLS| laboratory of the Institute
of Computer Science — F.O.R.T.H., Greece. Currently she is working as a research
engineer in Barcelona Supercomputing Center. Her research interests include high
performance computing, parallel programming models, task scheduling and dependence
analysis.

Talk “Criticality-Aware Task Scheduling for Heterogeneous Systems”
OmpSs is a powerful task-based programming model with dependency tracking and
dynamic scheduling. In this talk we will describe the OmpSs approach on scheduling dependent tasks onto the
asymmetric cores of a heterogeneous system. The proposed dynamic scheduling policy uses information
discoverable at runtime and reduces total execution time. It first prioritizes the newly-created tasks at runtime
according to the shape of the task dependency graph; it then detects the longest path of the dynamic task
dependency graph, and finally it assigns critical tasks to fast cores and non-critical tasks to slow cores.

Renan Fischer

Renan Fischer is PhD student in Computer Architecture at the UPC. He received both his
MSc and BSc in Computer Science from the Federal University of Parana, Brazil. His
research interests include security and energy-efficiency on Local Area Networks and
Wireless Networks.

Talk “Interconnect Energy Savings on MapReduce Clusters”

An important challenge of modern data centers is to reduce energy consumption, of
which a substantial proportion is due to the network. Energy Efficient Ethernet (EEE) is a
recent standard that aims to reduce network power consumption, but current practice is
to disable it in production use, since it has a poorly understood impact on real world
application performance. An important application framework commonly used in modern data centers is Apache
Hadoop, which implements the MapReduce programming model. This work analyses the impact of EEE on
MapReduce workloads, in terms of performance overheads and energy savings. We find that large energy
savings are possible, but only if the links use packet coalescing. Packet coalescing must, however, be carefully
configured in order to avoid an excessive performance loss in performance.

Vasileios Karakostas

Vasilis Karakostas is a PhD student at Barcelona Supercomputing Center and Universitat
Politecnica de Catalunya since March 2012. His thesis focuses broadly on computer
architecture and more specifically in the hardware/software mechanisms for Virtual
Memory. Vasilis received a MS in Computer Architecture, Networks and Systems from
UPC in February 2012, and a Diploma in Electrical and Computer Engineering from the
National Technical University of Athens in November 2009.dependence analysis.
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Talk “Efficient Address Translation for Memory Intensive Workloads “Virtual memory enhances
programmer productivity by abstracting the available physical memory and improves system consolidation by
isolating processes from each other [1]. However, the benefits of virtual memory are not free in terms of
performance and energy.

Zhengchun Liu

Universitat Autonoma de Barcelona

Zhengchun Liu is a PhD student of Computer Science at Universitat Autbnoma de
Barcelona (UAB). He received his master degree in Navigation Guidance and Control
from the School of Astronautics, Northwest Polytechnic University (NPU) and a B.S.
degree in Manufacturing Engineering of Flight Vehicle from School of Mechanical
Engineering, NPU. His thesis in progressing is about simulating based decision support
system for healthcare system management. More specifically, it is about simulating the
Emergency Department by using agent based technique and makes it work as a part of
decision support system. Up to now, he has finished the modelling work and written
three full-reviewed conference papers (SIMUL 2014, published; ICCS2015, accepted
and WSC2015 submitted). His current work is to propose an application framework for
knowledge discovery via simulating the individual behaviour. His research interests include modelling and
simulation, agent-based simulation, decision support system and complex system.

Talk “High Performance Computing Based Simulation for Healthcare Decision Support”

Due to the complexity and crucial role of an Emergency Dept. (ED) in the healthcare system. The ability to more
accurately represent, simulate and predict performance of ED will be invaluable for decision makers to solve
management problems.

One way to realize this requirement is by modelling and simulation. The objective of this research is to grasp the
non-linear association between macro-level features and micro-level behaviour with the goal of better
understanding the bottleneck of ED performance and provide ability to quantify such performance on defined
condition. Agent-based modelling approach was used to model the healthcare staff, patient and physical
resources in ED.

Instead of describe all the potential causes of this complex issue.

Rather, in this thesis, a layer-based application framework will be presented to discover knowledge of a complex
system through simulating micro-level behaviours of its components to facilitate a systematic understanding of
the aggregate behaviour.

Nikola Markovic
Barcelona Supercomputing Center

Nikola Markovic is a PhD student at Universitat Politecnica de Catalunya and a
researcher in the Computer Architecture for Parallel Paradigms (CAP) group at the
Barcelona Supercomputing Center. His research focuses on hardware and software
design for high-performance multithreaded computing on symmetric and asymmetric
chip multiprocessors. Markovic has an MSc in computer architecture, networks, and
systems from the Universitat Politecnica de Catalunya.

Talk “Hardware Scheduling Algorithms for Asymmetric Single-ISA CMPs”
As thread level parallelism in applications has continued to expand, so has research in
chip multi-core processors. Since more and more applications become multi-threaded we expect to find a
growing number of threads executing on a machine.

Consequently, the operating system will require increasingly larger amounts of CPU time to schedule these
threads efficiently. Instead of perpetuating the trend of performing more complex thread scheduling in the
operating system, we propose a hardware thread scheduling mechanisms. This lightweight mechanisms help to
identify multi-threaded application bottlenecks such as thread synchronization sections and complements the
Fairness-aware Scheduler method.
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Francisco Alarcon
Universitat de Barcelona

Francisco Alarcon studied Physics at Universidad Michoacana de San Nicolas de
Hidalgo (UMSNH) at México, he also did a Master degree on Physics at the University of
San Luis Potosi (UASLP). During the master degree and afterwards Francisco worked in
the Centro de Investigacion en Polimeros (Grupo COMEX) which is the R&D department
of the mexican industry of paints and coatings COMEX, during this time he developed
and applied a computational model to simulate molecular systems at the mesoscale, in
order to make relevant predictions about the structural conformation of electrically
charged polymers in suspension. Nowadays Francisco Alarcén is finishing his last year
of PhD at University of Barcelona (UB) under the advice of Prof. Ignacio Pagonabarraga
where they have developed and applied a theoretic-numeric scheme to study the collective behaviour of
microorganisms. They have done systematic studies to understand how hydrodynamic signature affects to the
emergency of collective motion.

Talk “Macroscopic structures generated by microorganisms swimming in a fluid”

It is known that active particles induce emerging patterns as a result of their dynamic interactions, giving rise to
amazing collective motions, such as swarming or clustering. Here we present a systematic numerical study of
self-propelling particles; our main goal is to characterize the collective behaviour of suspensions of active
particles as a result of the competition among their propulsion activity and the intensity of an attractive pair
potential. Active particles are modelled using the squirmer model. Due to its hydrodynamic nature, we are able to
classify the squirmer swimmer activity in terms of the stress it generates (referred to as pullers or pushers). We
show that these active stresses play a central role in the emergence of collective motion. We have found that
hydrodynamics drive the coherent swimming between swimmers while the swimmer direct interactions, modelled
by a Lennard-Jones potential, contributes to the swimmers’ cohesion. This competition gives rise to two different
regimes where giant density fluctuations (GDF) emerge. These two regimes are differentiated by the suspension
alignment; one regime has GDF in aligned suspensions whereas the other regime has GDF of suspensions with
an isotropic orientated state. All the simulated squirmer suspensions shown in this study were characterized by a
thorough analysis of global properties of the squirmer suspensions as well as a complementary cluster analysis.

Didier Barradas
Barcelona Supercomputing Center

Didier Barradas got a BSc in Biochemistry by the Faculty Of Sciences, Autonomous
University of Morelos (UAEMor); Mexico 2002-2007. He was Lab Technician. Center for
research on infectious diseases, National Institute of Health, Mexico; 2007-2009 and got
a Master Degree in Biochemical Sciences. Institute of Biotechnology National
Autonomous University of Mexico (UNAM), Mexico; 2009-2011; since 2012 he is PhD
Student.

Talk “Assessment of scoring functions performance to rerank docking
decoys from FFT (Fast Fourier Transform) programs”

To discriminate decoys from near native solutions, docking methods rely in Scoring
functions (SF). Usually a docking method uses its own SF to rank accordingly and discriminate from the decoys
those that are near native solutions. In this work we present a short analysis on the performance several SF in
three different docking methods, showing that other SF are able to rank better than the in-built SF, remarking the
possibility to combine them into a new SF or strategy and improve the overall success rate.

Victor Gil

Barcelona Supercomputing Center

Victor Gil had his computer engineering diploma in 2007 from the Barcelona Faculty of Informatics (FIB/UPC).
Due to his interest in the Life Science's field, he joined the Electronic and Atomic Protein Modeling group in the
BSC while he was finishing his engineering final project. He left the group in order to enrol a Biomedical
Engineering master one year later. He wrote his master thesis during an 8 months stage at the CRG research

~27~

2nd BSC| T —



center After that he joined again BSC's Electronic and Atomic Protein Modeling group as a predoctoral
researcher where he is currently involved in two main projects: First, the application of
general clustering solutions to the analysis of conformational search software results;
second, the improvement of the in-house software PELE. This includes enhancing its
code by a complete rewrite to C++, to boost its performance by applying HPC
techniques and to algorithmically improve it by implementing innovative ways to
perform the conformational search.

Talk “Implementation of an Internal Coordinates Anisotropic Network
Model in PELE”

The use of computational methods to elucidate the ligand-protein binding mechanisms is of utmost importance
for the pharmaceutical industry. PELE (Protein Energy Landscape Exploration) software, has proved to have
good predictive power. We want to further improve it by changing its conformational sampling step.

Eduardo Mayol

He got a degree in Chemistry at Universitat de Barcelona (2004-2012) and a degree in
Biochemistry at Universitat de Barcelona (2009-2012). He also got a MSc in Bioinformatics
at Universitat Autonoma de Barcelona (2012-2013). In 2013, after the MSc practicum at
Leonardo Pardo’s group, he could start the PhD at the same group, directed by Arnau
Cordomi and Leonardo Pardo in the program of Biochemistry, Molecular Biology and
Biomedicine with the title: Development of Bioinformatics tools for the study membrane
proteins. During the degrees he has carried out many internships including one at the BSC
B (July-October 2011) directed by Ramon Gofii. He has also joined a Collaborative
Fellowship at the “Centres Cientifics i Tecnologics” of the Universitat the Barcelona, at the Confocal Microscopy
Department between September 2011 and September 2012.

Talk “Inter-residue interactions in membrane proteins”

Knowing the precise 3D-structure of a protein is crucial to understand its functional mechanism at the molecular
level and to develop new pharmacological agents to targeting it. Nowadays only a few hundred integral
membrane protein structures have been solved at high resolution due to the associated technical difficulties. In
the present study we aim to characterize the main interactions in alpha and beta membrane proteins that are
responsible of the maintenance of the overall structure. With this purpose, two non-redundant databases of alpha
and beta transmembrane segments were constructed and analysed. The interactions that stabilize the structure
of alpha and beta membrane proteins were quantified. The results reveal important differences in inter-residues
interactions between alpha and beta membrane proteins. This novel structural information may be useful in
predicting 3D models of proteins lacking structural information or in refining initial models of alpha and beta
membrane proteins.

Alejandro Marti

Barcelona Supercomputing Center (BSC-CNS), and a PhD candidate at the Polytechnic
University of Catalonia (UPC). His research aims at quantifying the feedback effects of
volcanic ash clouds and aerosols emitted during large-magnitude explosive eruptions on
regional meteorology using a state-of-the-art chemical weather prediction model
(NMMB/BSC-CTM). His research is sponsored by the NEMOH-ITN FP7 Network, which
aims to develop and form the next generation of European volcanologists.

Before joining the BSC, Mr. Marti worked as climate systems researcher at the UK
MetOffice/University of Exeter where he researched the impact of changes in
atmospheric composition and land management on terrestrial ecosystems. Previously, he had a successful
career in United States as a geoengineer, where he spent almost 10 years developing computer applications for
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land-use management for a US-Governmental planning agency. Finally, he served as an Assistant Professor at
different American Universities teaching courses in GIS and Remote Sensing.

He holds a Bachelor degree in Environmental Sciences, a MSc in Environmental Engineering and a MSc
Geographic Information Systems and Remote Sensing from Rutgers and Princeton University.

Talk “A novel approach to reconstruct the plinian and co-ignimbrite phases of large eruptions -
Campanian Ignimbrite”

Reconstructing the volume and tephra dispersal from volcanic super-eruptions is necessary to assess the
widespread impact of these massive events on climate, ecosystems and humans. Recent studies have
demonstrated that volcanic ash transport and dispersion models are unrivaled in accurately constraining the
volume of material ejected and provide further insight about the eruption dynamics during these gigantic events.
However, the conventional simplified characterization of caldera-forming supereruptions as a single-phase event
can lead to inaccurate estimations of the eruption dynamics and its impacts. Here, we apply a novel
computational inversion method to reconstruct, for the first time, the two phases of the largest eruption of the last
200 ky in Europe, the Campanian Ignimbrite (Cl) super-eruption.

Additionally, we discuss the eruption’s contribution to the Middle to Upper Palaealithic transition by evaluating its
environmental and climate implications.

Xavier Saez
Barcelona Supercomputing Center

Xavier Séez received the BSc degree in computer engineering from the Universitat
Politecnica de Catalunya (UPC), Spain. He works at Barcelona Supercomputing Center
since 2006 in the Computer Applications in Science & Engineering Dept. (CASE), where
he is finishing the PhD degree in the plasma physics group. Xavier from March 2015
onwards is member of the EUROfusion High Level Support Team, which provides support
to scientists in the EUROfusion consortium for the development and optimization of their
codes. He has participated in several European projects, such as PRACE, EUFORIA and
Mont-blanc, as well as collaborated with IBM and AIRBUS.

Talk “Plasma Physics Code Contribution to the Mont-Blanc Project”

The talk will explain the development of strategies for adapting a particle-in-cell code to heterogeneous computer
architectures and, in particular, to an ARM-based prototype of the Mont-Blanc project using OmpSs programming
model and the OpenMP and OpenCL languages. Dependency graph; it then detects the longest path of the
dynamic task dependency graph, and finally it assigns critical tasks to fast cores and non-critical tasks to slow
cores.

Harald Servat

Barcelona Supercomputing Center

Harald earned his B.Sc. in Computer Engineering in 2003 and then he started working on
the Performance analysis tools from the CEPBA-IBM Research Institute. He's the
responsible for the instrumentation part of these tools. In 2007, he started his PhD studies
at partial time under the advices of Prof. Jesus Labarta, and he expects to defense his
thesis during 2015.

Talk “Folding: reporting instantaneous performance metrics and source-
code references”

Despite supercomputers deliver huge computational power, applications only reach a fraction of it. There are
several factors limiting the application performance, and one of the most important is the single processor
efficiency because it ultimately dictates the overall achieved performance. We present the folding mechanism, a
process that combines measurements captured through minimal instrumentation and coarse-grain sampling
ensuring low time dilation (less than 5%). The mechanism reports instantaneous performance and source-code
references for optimized binaries accurately by taking advantage of the repetitiveness of many applications,

~29~




especially in HPC. The mechanism enables the exploration of the application performance and guides the
analyst to source-code modifications.

Mladen Slijepcevic

Barcelona Supercomputing Center

Mladen Slijepcevic is a PhD student in the CAOS group at Barcelona Supercomputing
Center (BSC). Mladen joined BSC in December 2012. He holds a MSc and BSc in
Electrical Engineering and Computer Science from University of Belgrade, Serbia. Mladen
participates in FP7 PROXIMA project. His main focus is hardware design for real-time
embedded systems.

Talk “Probabilistically Time-Analysable Complex Processors in Hard Real-
Time systems”

Critical Real-Time Embedded Systems (CRTES) feature performance-demanding
functionality. High-performance hardware and complex software can provide such functionality, but the use of
aggressive technology challenges time-predictability. Our work focuses on the investigation and development of
hardware mechanisms to control inter-task interferences in shared time-randomized caches and manycore
network-on-chip designs meeting the requirements of Probabilistic Timing Analysis (PTA).

Marti Torrents
Universitat Politecnica de Catalunya BarcelonaTech

Marti Torrents studied all his university degrees in the Polytechnic University of Catalonia
(UPC). He started studying computer science in 2003 and coursed a 3 years technical
enginery in computer science. After that, he spent two years studying computer science
engineering.

During these two years he got specialized in High Performance Networks and Operating
Systems. In 2008 he spent one extra year doing a Master in Information of Technology
where he was specialized in computer architecture. After that, he worked as an intern in
the Intel Barcelona Research Center (IBRC) with Antonio Gonzélez, and combined the
internship with PhD courses for 1 year and a half. He currently combines a Researcher
position at UPC pursuing a PhD directed by Carlos Molina and Raul Martinez and supervised by Antonio
Gonzaélez with a part-time job in the European Project CLERECO-IBM and AIRBUS.

Talk “Improving the prefetching performance through code region profiling”

We propose a new technique to improve the performance of hardware data prefetching. This technique is based
on detecting periods of time and regions of code where the prefetcher is not working properly, thus not providing
any speedup or even producing slowdown. Once these periods of time and regions of code are detected, the
prefetcher may be switched off and later on, switched on. To efficiently implement such mechanism, we identify
three orthogonal issues that must be addressed: the granularity of the code region, when the prefetcher is
switched on, and when the prefetcher is switched off.

Mireia Peral

Institute of Earth Science Jaume Almera (CSIC)

Mireia's research interests lie on modelling geodynamic processes. She obtained the
Bachelor degree in Physics and a Master in reservoirs Geology and Geophysics in 2013
at the University of Barcelona. The master's final project was focused on the use of
gravity gradients from GOCE satellite data in the interpretation of major crustal and
lithospheric structures. Nowadays, she is completing her educational background with a
PhD thesis at the Institute of Earth Science Jaume Almera (CSIC). Her research project,
motivated by a recent model evolution of the Western Mediterranean region, requires
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among others the application of principles of study of plate tectonics, fluid dynamics, rheology of the Earth,
subduction processes and numerical and analogue modelling.

Talk “Dynamics of double-polarity subduction process: application to the Western
Mediterranean”

The Western Mediterranean tectonic setting and history is studied by means of three-dimensional numerical
models. Goals are to understand its dynamics and to test the feasibility of a double-polarity subduction process
that could have a key importance in the complex setup of this area.

The physical models, the numerical techniques involved, and some results in two and three dimensions are
presented in this talk.

Victor Valverde
Barcelona Supercomputing Center

/

Victor is an environmental scientist interested in the relationship between anthropogenic
activities and their impact on ecosystems and human health. He holds a Bachelor in
Environmental Biology from the Alicante University. He pursued his studies in Madrid
where he studied an Applied Meteorology Master at the Spanish MetOffice. Moreover, he
gained research experience at the Ecology Department of the Complutense University,
where he conducted specialized studies on Transport Processes in nature and Ecological
Modelling. After working for five years as an environmental consultant in the private
sector he enrolled as doctoral student at the Earth Sciences Department of the BSC in
2012. His PhD aims at characterizing air pollution dynamics in Spain under different
synoptic meteorological conditions by means of air quality modelling.

Talk “Characterization of coal power plants plume dynamics under typical synoptic conditions
over the Iberian Peninsula”

The talk will show the pollution plumes of seven Spanish coal power plants under the most typical meteorological
conditions that affect the Iberian Peninsula at synoptic scale. The aim is to understand how meteorology
modulates the plume dynamics (length, altitude, orientation) and their contribution to NO2 and SO2 surface
concentration. Using the BSC-ES operational air quality forecasting system (CALIOPE-AQFS), the behaviour of
the plumes is analysed for a representative day of each of the six most common synoptic situations. The results
show that the plumes from Atlantic facilities are mainly driven by synoptic conditions whereas for power plants
located over the Mediterranean and on mountainous regions, mesoscale dynamics dominate. Moreover, when
the injection of the pollutants is done within the planetary boundary layer there is an increase in the NO2 and
SO2 surface concentrations close to (<15-20 km) the sources.

Manel Mondelo-Martell

Universitat de Barcelona

He started his Bachelor Degree in Chemistry at the University of Barcelona in 2008 with
a strong interest for theoretical and computational chemistry. In my fourth year he
earned a collaboration internship in the Physical Chemistry Department, under the
supervision of Dr Huarte-Larrafiaga, and made a first introductory course on
computational chemistry. This experience suited him, and therefore he enrolled in a
Master course on Theoretical and Computational Chemistry offered by URV, together
with UB, UAB and UdG; again under the supervision of Dr Huarte-Larrafiaga. Finally he
started the PhD studies in the Nanoscience program at University of Barcelona in 2013
following the topic of my Master thesis, i.e. the effects of quantum confinement in the
dynamics and structure of light molecules. He received scholarships to make my PhD by

the UB, the Catalan and the Spanish Governments, accepting finally the latter.

Talk “Quantum dynamics study of the hydrogen molecule confined in single-walled carbon
nanotubes”
We developed a full-dimensional study of the dynamics of a hydrogen molecule confined in a narrow Single-
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walled Carbon Nanotube (SWCNT) is performed by using the Multiconfigurational Time-dependent Hartree
approach. New insights on the coupling between the different degrees of freedom of the molecule during the
diffusion along the nanotube are found and discussed.

Lluis Raich

Lluis Raich is a PhD student at the University of Barcelona (UB, Departament de
Quimica Organica).

He did a B.Sc. in Chemistry at the same university and afterwards he obtained an
interuniversity M.Sc. in Theoretical and Computational Chemistry by Universitat Rovira i
Virgili, Universitat de Girona, Universitat Autdbnoma de Barcelona and Universitat de
Barcelona. His research is focused on carbohydrate-active enzymes and in particular
how to convert glycoside hydrolases (enzymes that break glycosidic bonds) into
transglycosidases (enzymes that form glycosidic bonds).

Talk “Sugar Conformations that Enhance Cleavage of Glycosidic Bonds in
Carbohydrate-Active Enzymes”

Carbohydrate-active enzymes select particular conformations of one sugar of their carbohydrate substrates to
enhance catalysis. The evolution of this conformation during catalysis, known as the catalytic itinerary, is of
fundamental interest in glycobiology. Here we calculate the free energy landscape of B-xylose to predict the
possible catalytic itineraries of B-xylan enzymes. Our results discard one of the three catalytic itineraries
proposed on the basis of X-ray structures of mutant enzymes. Additional classical and quantum
mechanics/molecular mechanics (QM/MM) calculations indicate that complexes obtained from modified enzymes
do not necessarily represent the structures that take place in the reaction coordinate.

Chiara Pallara

Chiara Pallara received her degree in Pharmaceutical Chemistry, at the University of
Bologna in 2009.In 2010, she joined the Protein Interactions and Docking Group, led by
Juan Fernandez-Recio, as PhD student.

During her thesis she gained experience in theoretical chemistry and structural biology,
especially in the fields of protein-protein docking and molecular dynamics methods.

Her main research line is currently focused on the development and optimization of
computational protocols to integrate conformational flexibility into docking simulations for
the characterization of protein-protein interactions. In addition she contributed to several
multidisciplinary research projects involving the application of standard molecular dynamics
simulations on different protein systems to understand the mechanistic effects of specific
mutations, ligands binding or proteins association.

Together with the other PID group members she participated in the last CAPRI edition, a world-wide community
experiment that aims to evaluate the current state of protein-protein docking prediction. Moreover, thanks to the
prestigious Severo Ochoa mobility grant offered by BSC-CNS, during last year she performed a short-stay in the
Biomolecular Modeling group led by Prof. Gervasio in the Department of Chemistry of UCL, where she gained
experience in enhanced molecular dynamics methods to sample rare events in bio-molecular systems.

Talk “pyDock performance in 5th CAPRI edition: from docking and scoring to binding affinity
predictions and other challenges”

In order to test pyDock, a docking scoring algorithm developed in our group, the PID (Protein Interaction and
Docking) group of the BSC Life Science Department, we have participated in all the 15 targets (T46 to T58) of
the 5th CAPRI edition (2010-2012). Our automated protocol confirmed to be highly successful to provide correct
models in easy-to-medium difficulty protein-protein docking cases placing among the Top5 ranked groups out of
more than 60 participants.
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Marta Munar
Barcelona Supercomputing Center

Marta Munar is PhD student at the Computational Genomics Group in the Barcelona
Supercomputing Center, under the supervision of Dr. David Torrents. She studied a BSc
in Biotechnology at the University of Barcelona and a MSc in Bioinformatics at Brussels
Univ. Furthermore, she did several stays where she learned a lot, either in a personal
and professional way. In Germany she had a first contact with the field of Bioinformatics
in Prof. Thomas Dandekar group, were she worked in the assembly and annotation of
bacterial genomes and later in Brussels, with Dr. Jeroen Raes where she studied the
antibiotic resistance genes in metagenomes.

She is currently working on deciphering the mechanism of chromosomal rearrangements
in Cancer. She has been working in Chronic Lymphocytic Leucemia (CLL), in collaboration with Hospital Clinic
de Barcelona and Universidad de Oviedo. Nowadays she is also working in the study of chromosomal
rearrangements in more than 2000 tumors of different types of cancers in the ICGC PanCancer project.

Talk “Characterization of complex chromosomal rearrangements in cancer genomes”
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POSTER PRESENTERS

Dani Gallart
Barcelona Supercomputing Center

Dani Gallart studied theoretical physics at Universitat de Barcelona (UB), he was granted
with Catalunya-La Pedrera grant when he enrolled the master in nuclear engineering at
ETSEIB (UPC) where he became a master student for the fusion group at CASE Dept.
Presently, he is a PhD student at CASE Dept. in BSC under the supervision of ICREA
Prof. Mervi Mantsinen. He is working in the nuclear fusion group and his main goal is the
modelling of lon Cyclotron Resonance Frequency Heating (ICRF). His MSc thesis is an
analysis of ICRF at DEMO, the first fusion reactor that is intended to be commercial, i.e.
connected to the grid.

Poster “Heating Bulk lons in DEMO with ICRF waves”

lon cyclotron resonance frequency heating (ICRF) is one of the auxiliary heating schemes presently envisaged
for ITER and DEMO. In this poster we analyse the potential of ICRF waves to heat the fuel ions in DEMO. Our
analysis is carried out for the EU DEMO design (B=6.8 T, | = 18.6 MA, R =9.25 m, a = 2.64 m) optimized for a
maximum pulse length of 2.3 hrs using the ICRF modelling codes PION and TORIC. We focus on second
harmonic heating for tritium and fundamental minority heating of *He with a few percent of *He in a 50%:50% D-T
plasma. The dependence of the ICRF characteristics and the ICRF-accelerated ions on the ICRF and plasma
parameters is investigated, giving special attention to the DEMO design point at a plasma temperature of 30 keV
and an electron density of 1.2 - 10°m,

Clara Gomez-Garcia

Institute of Earth Science Jaume Almera (CSIC)

Clara is in the first year of her PhD at Institute of Earth Sciences “Jaume Almera” and it
deals about Passive Seismology and related with Interferometric methods for imaging the
shallow subsurface. She studied Physics degree at Universidad Complutense de Madrid
and a two-year MSc degree in Geophysics at the same university. Recently, she has
submitted an article as first author related with my MSv Thesis titled “Rock magnetic
characterization of the mine tailings in Portman Bay (Murcia, Spain) and its contribution
to the understanding of the bay infilling process” to the Journal of Applied Geophysics.

Poster “Rayleigh wave ellipticity measurements in the Iberian Peninsula and
Morocco”

We combine Rayleigh wave ellipticity, or H/V (horizontal to vertical) amplitude ratios, measurements obtained
using teleseismic earthquake recordings and ambient noise cross correlations to provide improved constraints on
the crustal models across the Iberian Peninsula and Morocco. To obtain the H/V ratios, we use more than 250
shallow (h<40 km) teleseismic events with magnitudes Mw>6.0 recorded at more than 450 seismic stations. We
also use all the multicomponent ambient noise cross correlations computed for each station pair for the time
period 2010 to 2012. Periods between 20 and 100 seconds are investigated. We observe a good agreement
between the uppermost geological features of the crust and the obtained Rayleigh H/V ratios, with low values in
major mountain ranges and high ratios in sedimentary basins. Combination of Rayleigh H/V ratio measurements
from both earthquakes and ambient noise data with phase velocities and other types of seismic data will help to
better constrain the Earth’s structure at different crustal levels.
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Vincenzo Obiso

Vincenzo has a BSc in Physics and Astrophysics and a Master's Degree in Theoretical
Physics from the University of Rome “Sapienza”. After graduated he worked for 6 months
as trainee at the company of aerospace and satellite technology Thales Alenia Space
(Turin, ltaly). He started his PhD at the Earth Sciences Department of the Barcelona
Supercomputing Center (Environmental Engineering, UPC) in 2013. The main objective
of his research Plan is the evaluation of the impact of the Aerosol-Radiation Interaction
on the short- and mid-term meteorological processes using the fully on-line coupled
meteorology-chemistry model NMMB/BSC-CTM, after the implementation within it of a
dynamic coupling between the aerosol module and the meteorological core.

Poster “Implementation of Dynamic Aerosol-Radiation Interaction within the NMMB/BSC-CTM”

| will present some results of my current work related with the implementation of the dynamic aerosol-radiation
interaction within the NMMB/BSCCTM, an on-line coupled meteorology-chemistry model under development at
the Earth Sciences department of the BSC. In particular, | will present some results of the experiment that | am
carrying out during my stay at the department of Environmental Physics of the University of Heidelberg. This
experiment concerns the calculation of aerosol single-particle optical properties with two different optical codes
under different assumptions on microphysical and chemical properties of the particles. The goal is to understand
how much different shapes and chemical compositions of the particles affect the optical properties averaged over
an ensemble of different sizes and obviously to understand how the skills and the limitations of the two optical
codes are.

Veronica Torralba

Verédnica studied Physics at Complutense University of Madrid (UCM), where she also
achieved a Master in Meteorology and Geophysics. She joined the Climate Forecasting
Unit (CFU) in IC3 in October 2013, where she was involved in the development and
communication of climate services for energy. She is currently a PhD student working on
different European Projects. My work focuses on the seasonal wind speed and wind power
forecasting.

Poster “State-of-the-Art Climate Predictions for Energy Climate Services”
Seasonal predictions of 10-m wind speed can be used by the wind energy sector in a
number of decision making processes. Two different techniques of post-processing are
applied in order to correct the unavoidable systematic errors present in all forecast systems. Besides an
assessment of the impact of these corrections on the quality of the probabilistic forecast system is provided.

Silvia Bonas

Silvia Bonas holds a Degree in Biotechnology (Universitat Autdnoma de Barcelona) and MSc in Bioinformatics
for Health Sciences (Universitat Pompeu Fabra).

The focus of interest of her thesis is the study of human genetic variability in order to
achieve a better understanding of the aetiology of complex diseases such as Type 2
diabetes or asthma. Our main goal is exploiting tools such as genotype imputation or
systems biology approaches in order to enhance the results from genome-wide
association studies within the context of the description of the genetic factors related to
complex traits.

Poster “Identification of novel type 2 diabetes susceptibility loci through
wholegenome imputation using sequencing based reference panels into 13.201 cases and
59.656 controls”
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Sara Royuela

Barcelona Supercomputing Center

Sara Royuela is a PhD student at BSC. She’s been working with the BSC Programming
Models group for the past four and a half years. In the meantime, she’s also been
collaborating with the Center for Applied Scientific Computing at Lawrence Livermore
National Laboratory, California. She is interested in advanced compiler techniques for code
analysis and optimization. Specifically, she is researching in analysis techniques for
enhancing users experience with the OpenMP and OmpSs programming models, as well
as for enlightening runtime libraries by pushing more responsibilities into the compiler
instead of letting the runtime library to do all the work. Sara is also interested in new
education techniques and she wants to become a teacher someday.

Poster “Parallel programming issues and what the compiler can do to help”

Twenty-first century parallel programming models are becoming real complex due to the diversity of architectures
they need to target (Multi- and Many-cores, GPUs, FPGASs, etc.). What if we could use one programming model
to rule them all, one programming model to find them, one programming model to bring them all and in the
darkness bind them, in the land of MareNostrum where the Applications lie. OmpSs programming model is an
attempt to do so, by means of compiler directives.

Compilers are essential tools to exploit applications and the architectures the run on. In this sense, compiler
analysis and optimization techniques have been widely studied, in order to produce better performing and less
consuming codes.

Roger Hernandez
Barcelona Supercomputing Center
Roger studied Computer Science at Universitat Politécnica de Catalunya and is currently working in the Severo

Ochoa project in the Barcelona Supercomputing Center, researching into big data and supporting the other
departments with our findings.

Poster “Automatic Query Driven Data Modelling in Ca  ssandra”
Non-relational databases have recently been the preferred choice when it comes to dealing with Big Data

challenges, but their performance is very sensitive to the chosen data organisations. We have seen differences
of over 70 times in response time for the same query on different models. This brings users the need to be fully
conscious of the queries they intend to serve in order to design their data model. The common practice then, is to
replicate data into different models designed to fit different query requirements. In this scenario, the user is in
charge of the code implementation required to keep consistency between the different data replicas. Manually
replicating data in such high layers of the database results in a lot of squandered storage due to the underlying

system replication mechanisms that are formerly designed for availability and reliability ends. We propose and
design a mechanism and a prototype to provide users with transparent management, where queries are matched
with a well-performing model option. Additionally, we propose to do so by transforming the replication mechanism
into a heterogeneous replication one, in order to avoid squandering disk space while keeping the availability and
reliability features. The result is a system where, regardless of the query or model the user specifies, response
time will always be that of an affine query.
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Cecilia Jaramillo

Cecilia is PhD student of High Performance Computing at Universitat Autonoma de
Barcelona (UAB). She received my master degree from the Computer Architecture and
Operating Systems (CAOS) at UAB and a BSc degree in Computer Science from
Universidad Técnica Particular de Loja (UTPL) from Ecuador. My research interests
include modelling and simulation, agent-based models, and parallel computer
architectures.

Poster “Modelling the Contact Propagation of Nosocomial Infection in
Emergency Departments”

The nosocomial infection is a special kind of infection that is caused by microorganisms

acquired inside a hospital. In the daily care process of an emergency department, the interactions between
patients and sanitary staff create the environment for the transmission of such microorganisms. Rates of morbility
and mortality due to nosocomial infections are important indicators of the quality of hospital work. In this
research, we use Agent Based Modeling and Simulation techniques to build a model of Methicillin-resistant
Staphylococcus Aureus propagation based on an Emergency Department Simulator which has been tested and
validated previously. The model obtained will allow us to build a contact propagation simulator that enables the
construction of virtual environments with the aim of analysing how the prevention policies affect the rate of
propagation of nosocomial infection.

Guray Ozen

Guray Ozen is PhD student at Barcelona Supercomputing Center, since 2014. His
research is to explore the concepts of compiling, optimizing and code generating for
hardware accelerators. The key contribution is MACC, directive based emergent
programming model compiler for GPUs. He received my BSc degree from the Department
of Computer Engineering at Dokuz Eylul University in Turkey. In 2014 and his MSc degree
from Universitat Politecnica de Catalunya BarcelonaTech with High-Performance
Computing title.

Poster “MACC: Mercurium ACCelerator Compiler”

GPU Offloading is emergent programming model. OpenMP includes in its latest 4.0 specification the accelerator
model. In this paper we present a newly implementation of this specification while generationg "native" GPU
code in the OmpSs programming model developed at the Barcelona Supercomputing Center. Focused on
targeting NVIDIA GPUs, our work is based on an OpenMP 4.0 implementation in the Mercurium source-to-
source compiler infrastructure referred MACC (Mercurium ACCelerator compiler).

Ismael Rodriguez-Espigares

Ismael Rodriguez-Espigares is a PhD in Biomedicine student at Universitat Pompeu
Fabra (UPF). He received a M.Sc. degree on Bioinformatics from UPF in 2014 and a
Biotechnology degree from Universitat Autonoma de Barcelona in 2012.

He works at Jana Selent’s subgroup at Pharmacoinformatics group from the Research
Programme on Biomedical Informatics (GRIB). His research group studies the
mechanism of action of drugs that target to G-protein coupled receptors (GPCRs) in
order to propose new drug candidates for central nervous system diseases. Currently,
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he is focused on the development of a pipeline to analyse GPCR micro-domains dynamics through Markov State
Models for the development of new antipsychotic drugs for schizophrenia treatment.

Ismael is one of the authors of MEMBPLUGIN, a free available Visual Molecular Dynamics (VMD) extension for
the analysis of membrane bilayer properties in molecular dynamics simulations.

Poster “Capturing the action of current antipsychotic drugs at G protein-coupled receptors
(GPCRs) by means of Markov State Model analysis”

The aim of this project is to decipher the molecular mechanism of current antipsychotic drugs targeting G-protein
coupled receptors (GPCR) considering the novel concept of a coupled allosteric network being responsible of
signal propagation. For this purpose, in a first step, we simulated the antipsychotic action under physiological
conditions, and in a second step, we applied Markov State Model (MSM) analysis in order to extract metastable
states that are relevant for the action of antipsychotic drugs. Exploiting the structural insights obtained, the
ultimate aim is to discover original pharmacological interventions and suggest new lead structures for
antipsychotic therapy.

Alfonso Santiago
Barcelona Supercomputing Center

He was born in Bahia Blanca, in “La Patagonia Argentina”, he got his degree in
Bioengineering the 21th of September of 2014, with the presentation of his thesis
entitled “Modelizacién de la unidad microeyectora para nebulizadores de alta eficiencia
por membrana perforada vibrante” (Modelization of the micro-ejecting unit for high
efficiency nebulizers by vibrating mesh technology) with a grade of 10 over 10. He
moved to Barcelona six months after getting my degree to work in his Ph.D. in the
Barcelona Supercomputing Center. During this research he keeps working with
computational modelling, but now in the biomechanical area rather than industrial
applications. He is involved in the project of the computational heart, coupling a model
of the arterial network in an international cooperation project. He prefers working in group to learn from his
colleagues.

Poster “A 3D-1D cardiac-vascular computational feedbacked model”

This work presents a first version of an HPC-optimized cardiovascular coupled model using two already
developed models. The two modelling tools are Alya, the BSC (Barcelona, Spain) in-house tool for
biomechanical simulations; and ADAN55, the LNCC (Petropolis, Brasil) model of the arterial blood flow
circulation.

Alya is a multiphysics, HPC code that allows modelling the heartbeat problem using the Finite Element Method
(FEM). The ADANSS is a reduced 55-artery version of the Anatomically Detailed Arterial Network (ADAN) model,
which takes into account more than 1500 arteries from an average human body. Both codes are coupled by a
black-box decomposition approach. At each time step the Fluid Structure Interaction (FSI) problem is solved in
the ventricle, computing the output flow through the aorta. This flow is passed to the arterial network model that
solves the equations in the ADANS5 and, after that, the pressure response is given back to Alya.

In previous generations of the involved models, each one had predefined boundary conditions: for Alya a
pressure value was imposed on the endocardium, and a flow contour was imposed in the aortic root of ADAN55
model. Attaching an arterial network model to the Alya computational heart allows having a more physiological
response to the blood ejection, as the systemic impedance is a complex result of the entire 1D arterial model. In
the same way, using the heart model output flow connected to the ADANS5 input, offers the possibility to obtain a
physiological stimuli that varies with changes in the arterial system.

A cardiovascular simulator will allow bioengineers and medical researchers to study the response of the full
model to changes in any of the components, extending the predictive and descriptive capabilities of the
standalone versions of the models, and providing further insight in the cardiac-systemic interactions.
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Sergio Natan Gonzalez

Sergio is Chemical engineer (1991) at Universidad Veracruzana (UV) in Poza Rica,
Veracruz, Mexico; specialist in quality control management, MSc in computational
science and MSc in environmental science at UV; PhD in environmental management
for development (2012) from Universidad Popular Autonoma de Veracruz (UPAV); Head
of the Chemical science Faculty between 2002 — 2006; Project Manager at UV in 2007 —
2009; full professor and academic technician since 1994 in bachelor's degree in
chemical engineering, environmental engineering and petroleum engineering; teacher at
post grade at UV in the MSc in environmental management for sustainability in the
Chemical Science Faculty in Poza Rica, Veracruz, Mexico between 2012-2013, and
Universidad Interamericana para el desarrollo (UNID) at the MSc in Information Technologies in networks, the
MSc in Information Technologies for education and MSc in Quality management; post grade teacher in UPAV in
Poza Rica, Veracruz, México in 2013. supervisor of thesis and receptional works at bachelor's degree and MSc
degree at UV and UNID; author, co-author and collaborator of articles in the environmental field; participant in
several international congress in Mexico and La Habana, Cuba, author and co-author of two books, two chapter
books and diffusion material on iTunes related to air pollution, water quality index, ecology construction and
sustainability; nowadays in a postdoctoral fellowship by CONACYT Mexico in the BSC — CNS Earth Sciences
Department.

Poster “Evaluation of Modelling Systems in High Resolution to Assess the Air Pollutant Impacts
on Human Health”

Nowadays the modelling of systems in high resolution is being used for air quality and other forecasting
applications, where a spatial area is related with different interrelated variables that could be displayed on a map.
This area is usually represented by global domains (hundreds to thousands of square km); when smaller regions
need to be represented, a high resolution modelling system can be used, these systems goes from one square
km to dozen of square km, health is one of these issues where this kind of resolution can be used. In Europe,
Asia, North America, South America and other countries, health problems related with the air pollution and
climate change is a concern for individuals and world organizations like the WHO; today studies show the
relation between morbidity and mortality rates, air pollution and effects on human health; these modelling
systems in high resolution help us to simulate scenarios and propose solutions to this problematic. So the
objective of this work is to evaluate the system performance WRF — CMAQ and CALIOPE on high resolution (4
km x 4 km) to determine air pollutant impacts of PM10, PM2.5, Ozone, NO2 and SO2 on population, using
BenMAP for assess impact on health. The methodology suggested is the time series analysis of two years of
hospital admissions, morbidity and mortality rates and the air quality forecasting of the cities selected, previously
modelled in WRF, CMAQ and CALIOPE; after that, the Response Functions (DRF/ERF) to determine the
impacts on health and the BenMAP software will be used. It is expecting find the scenarios that could decrease
the mortality and morbidity rates in diseases like lung cancer, chronic respiratory obstructive disease, asthma,
and the acute respiratory diseases in adults and children under ten years old.

Daniel Lecina

Daniel studied physics in the Universitat de Barcelona. Afterwards he obtained the
master's degree in computational and applied physics in a joint collaboration of the
Universitat Politécnica de Catalunya and the Universitat de Barcelona. He is
currently enrolled in the physics PhD program, under the supervision of Victor
Guallar.

Poster “Binding Free Energy and Ligand Orientation Calculations using
A Monte Carlo Method with Markov Sate Analysis”

Computing binding free energies has great implications in drug design. Using PELE
technique, it has been shown that one can get quick and accurate estimations by
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means of a Markov state model3. We improved our methodology to compute faster binding relative free energy
differences, mainly by analysis reducing the sampled region. This possibility opens a way in all-atom drug lead
optimization by efficiently scoring a list of potential candidates in terms of binding affinities (approximately in
24hours), while still modelling accurately the protein-drug induced fit. Furthermore, we added information of the
ligand orientation allowing us to obtain a better insight of the entrance mechanism. First, we show benchmark
results - a series of benzamidine-like inhibitors in trypsin. Then, we apply our method to a more realistic scenario:
the binding to a glucocorticoid receptor, and we show the performance for a new benchmark with a larger range
of binding free energies (~14 kcal/mol). Simulations are obtained with our new in-house code PELE++.

Edgar Olivares

Barcelona Supercomputing Center

Edgar is a PhD student in Barcelona Supercomputer Center working in the department of Computer applications
in Science and Engineering. He works on particles transportation in a fluid applied to high performance
computational. He mainly applies it to respiratory system, where the insertion of particle find several medicine
interests, such as nasal drug's delivery or corrosive particles inhalation as illustrative examples. He is from
Barcelona and grew up in a outskirts town called Alella. He holds a BSc in Physics from Universitat de Barcelona
(2010) and a MSc in Computational Physics in Universitat Politecnica de Catalunya (2013).

Poster “Asynchronous parallel fluid solver and particle transport”
This work proposes a parallel numerical strategy to solve fluid dynamics problems and transport Lagrangian

particles. There exist two main approaches to address the coupling. The first one consists in transporting the
particles in post process, once the solution have been written on disk. This solution is not suitable for simulations
with very large meshes and lots of time steps. In our case, in particular, we are simulating respiratory system.
From nose to lungs with 5th order bronchial generation, this implies working with a mesh with 500 millions of
elements. In this case, we need to write 100Gb every time step, we easily simulate 500 time steps. The amount
of data we need to write in the disk makes us opt for the second option. The second option consists in solving
the particle transport just after the Navier-Stokes solution at each time step. The most common strategy in the
literature uses the same code and resources to solve the fluid equations and to transport the particles.

In this work, we follow a multi-code approach which enables to solve the fluid and particle asynchronously. In
addition, the particles are parallelized in a hybrid mode, using both MPI and OpenMP, together with a dynamic
load balance library on this second level of parallelism.

Matias Rivero
Barcelona Supercomputing Center

Matias Rivero is a PhD student at the Computer Applications in Science and Engineering (CASE)
Department of the Barcelona Supercomputing Center - Centro Nacional de Supercomputacion de Espafia

(BSC-CNS), under the supervision of Mariano Véazquez. His research is focused on HPC-based
2 Computational Contact and Impact Mechanics, Fluid Structure Interaction and
Coupled Problems. He holds a bachelor degree in Nuclear Engineering from
Instituto Balseiro and a master degree in Control and Numerical Simulation from
Universidad de Buenos Aires, Argentina. Before joining the BSC, Matias has
worked as R&D engineer in the Atucha Il Nuclear Power Plant project for 4 years,
developing a coupled calculation suite for operational transient simulations.

Poster “Implementation of a coupled algorithm for the solution of
deformable two-body contact problem”
The poster presents a parallel iterative method for numerical solving frictionless

contact problem for two elastic bodies. Each iterative step consists of a Dirichlet problem for the one body and a
Neumann problem for the other in order to enforce the contact boundary conditions.
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Marcelo Amaral
Barcelona Supercomputing Center

Marcelo Amaral is currently enrolled in a PhD program at UPC and working in BSC with
resource management (scheduling and provisioning) in cluster environment. This
actual project is sponsored by IBM T. J. Watson Research. He concluded in the early
of 2014 a Master degree about availability analysis for energy-aware network
management, which project was sponsored by Ericsson Research Sweden. Before
that, he worked with policy driven network management system; cache management in
Cloud Computing environment; and IPTV over P2P networks.

Poster “Resource Management for Software Defined Data Centers for
Heterogeneous Infrastructures”

Software Defined Data Center (SDDC) provides more resource management flexibility since everything is
defined as a software, including the network as Software Defined Network (SDN).Typically, cloud providers
overlook the network, which is configured in static way. SDN can help to meet applications goals with dynamic
network configuration and provide best-efforts for QoS. Additionally, SDDC might benefit by instead of be
composed by heavy Virtual Machines, use light-weight OS Containers. Despite the advantages of SDDC and OS
Containers, it brings more complexity for resource provisioning. The goal of this project is to optimize the
management of container based workloads deployed on Software-defined Data Centers enabled with
heterogeneous network fabrics through the use of network-aware placement algorithms that are driven by
performance models.

Cesare Cugnasco
Barcelona Supercomputing Center

Cesare Cugnasco, born the 26th of March 1988 in Turin (ltaly), is a Computer Engineer
currently employed at the Barcelona Supercomputing Center as a support engineer for
Big Data platforms in the Autonomic Systems and eBusiness Platform group. The focus
of his work has been studying, and enhancing the usage of non-relational data stores in
order to support scientific applications. In the context of the Severo Ochoa project, he is
carrying out collaborations with the CASE and the LIFE Departments of BSC.

Cesare obtained a bachelor's degree in Computer Engineering at the Politecnico of
Torino in 2011 and a Master in Software Engineering in 2014 with a thesis developed at
the BSC thanks to a grant from the ERASMUS project.

He is currently working on his Ph.D. from the Department of Computer Architecture of the Universitat Politécnica
de Catalunya focusing on multidimensional indexes on key-value data stores.

Poster “A framework for multidimensional indexes on distributed and highly-available data
stores”

No-relational databases are nowadays a common solution when dealing with huge data set and massive query
work load. These system have been redesigned from scratch in order to achieve scalability and availability at the

cost of providing only a reduced set of low-level functionality, thus forcing the client application to implement
complex logic. As a solution, our research group developed Hecuba, a set of tools and interfaces, which aims to
facilitate programmers with an efficient and easy interaction with non-relational technologies.

This poster presents a part of Hecuba related to a specific missing feature: multidimensional indexing. Our work
focuses on the design of architectures and the algorithms for providing multidimensional indexing on a distributed
database without compromising scalability and availability.

Daniel Nemirovsky

Barcelona Supercomputing Center

He received a BSc in Electrical Engineering and Political Science from the University of Michigan (Ann Arbor, MI)
in 2008 and a MSc in Computer Architecture and Networking Systems from the Polytechnic University of
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Catalonia (UPC) in 2013. Currently he is PhD student at the UPC and a researcher with the Barcelona
Supercomputing Center with interests in heterogeneous systems, dynamic hardware
supported scheduling mechanisms, analytical models, and non-conventional architectures.

Poster “Mathematical Representation of the Hardware Round-Robin
Scheduler Analytical Model for Single-ISA Heterogeneous Architectures”
Introduction Over the past few years, hardware chip manufacturers have been shifting
strategies to overcome the well-known Power Wall which imposes the practical limitations
to increasing CPU performance by rising the processor’s running frequency. The most
recently applied schemes to exploit high single and multi-threaded performance at lower
energy costs have been to increase the number of cores per chip as well as their diversity
leading to what is commonly referred to as heterogeneous multi or many core architectures. In spite of the visible
gains the architectures offer, heterogeneity poses significant challenges to the OS, one of the most critical being
thread scheduling.

Dmitry Repchevsky

Holding the engineering degree in Automated Systems of Information Processing and
Control (Computer Science) from St. Petersburg’s Electrotechnical University, he started
his career in RUBIN State Research Institute (St. Petersburg). Participation in European
Visiting Scientists Program brought me to the Instituto Tecnologico de Aragon (ITA)
where he participated in IBCoBN project. Since then he participated in "HAS Video" and
"IST@HOME" European e-health research projects as a lead developer and a
responsible for the work package accordingly.

Since 2007 he is part of the Computational Bioinformatics node of Life Science
department in the Barcelona Supercomputing Center. He holds a MSc Bioinformatics degree from Pompeu
Fabra University (UPF) and at the moment he is PhD candidate in the University of Barcelona

Poster “Galaxy Gears: Web Services integration into Galaxy workflows”

Modern computational biology analyses are usually comprised of different tasks and involve many software tools.
Such multi-step operations are usually denoted as workflows. Growing complexity of biological pipelines led to
creation of several platforms that facilitate workflows creation, management and execution. Galaxy and Taverna
are indeed the most remarkable workflow systems in bioinformatics. While Taverna is essentially oriented to Web
services, Galaxy targets local task execution. Web services integration into Galaxy is not a trivial task and
requires many efforts from workflow developers. Galaxy Gears provides seamless integration of Web services
into Galaxy pipelines thus extending the number of tools that can participate in complex computational pipelines.

e

Marina Corbella

After obtaining her degree in Chemistry in the Universitat Autdbnoma de Barcelona she
moved to the Faculty of Pharmacy of the Universitat de Barcelona, where she performed a
MSc thesis in the synthesis of compounds as potential antitumor agents. Now, she is
performing her PhD in Computational Biology and Drug Design group under the supervision
of Dr. Carles Curutchet. Her research topic is charge transfer in biological systems such as
DNA and phycobiliproteins (antenna proteins involved in light-harvesting processes).

Poster “Single amino acid mutation controls hole transfer dynamics in
DNAmethyltransferase Hhal complexes”

Different mutagenic effects are generated by DNA oxidation that implies the formation of radical cation states
(so-called holes) on purine nucleobases in the 1 stack. The interaction of DNA with proteins may protect DNA
from the oxidative damage owing to hole transfer (HT) from the stack to aromatic amino acid residues. The HT
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dynamics is such system is still poorly understood. Here, we report a computational study of HT in DNA
complexes with methyltransferase Hhal and its mutant Q237W, which were experimentally investigated in the
Barton group. We employ a combined approach based on molecular dynamics simulations and quantum
mechanical calculations to estimate the rate for all individual steps involved in the HT pathways; finally the overall
HT kinetics are explored using the Monte-Carlo method. Our results indicate that the HT characteristics are
strongly affected by structural deformations of DNA upon its binding to the protein. In the wild-type enzyme
complex, a GIn residue inserted in the DNA m-stack is shown to destabilize the radical cation states of
neighbouring guanines and thereby inhibits the long-range HT in line with experimental findings. In contrast, the
HT is estimated to be quite fast in a complex of the Q237W mutant where Trp237 stabilizes hole states on the
adjacent G bases and enhances the electronic coupling of these sites. An alternative HT pathway that implies the
formation of a Trp+ radical is predicted to be less efficient. Our study provides a consistent molecular picture on
how long-range HT in DNA protein complexes is controlled by amino acids closely interacting with the T stack.

Marina Canellas

Marina performed a Bachelor degree in Biotechnology in “Universitat Rovira i Virgili”,
Tarragona. While she was doing it, she discovered the protein modelling world, and
she decided to do a master about it. Thus, she performed a master in Bioinformatics
for genomics and drug design in “Universitat Autonoma de Barcelona”, having the
chance to accomplish the master practices in Almirall pharmaceutical company and to
perform a really interesting study: “Protein-protein interactions: methodology for
gy peptide and small molecule inhibitor design”.

e i Now, she is doing my PhD in BSC (Barcelona Supercomputing Center), Barcelona,
- ' and she is having a really great time. Her research project is about doing
computational rational design of hemeperoxidases and peroxygenases in order to use them for industrial and
technological applications, using methodologies so as Protein Energy Lanscape Exploration (PELE), Molecular
Dynamics and Quantum Mechanics/Molecular Mechanics (QM/MM) simulations.

Poster “Catalytic surface radical in dye-decolorizing peroxidas”

Dye-decolorizing peroxidase (DyP) of Auricularia auricula-judae has been expressed in E. Coli. The crystal
structure of DyP shows a buried haem cofactor, and surface tryptophan and tyrosine residues potentially
involved in long-range electron transfer from bulky dyes. Simulations using PELE software provided several
binding-energy optima for the anthraquinone-type Reactive Blue 19 (RB19) near the above aromatic residues,
and the haem access-channel. Subsequent QVM/MM calculations showed a higher tendency of Trp-377 than
other exposed haem-neighbour residues to harbour a catalytic protein radical, and identified the electron transfer
pathway. Computational calculations, coupled with experimental studies performed by our collaborators, enable
us to elucidate surface exposed residues responsible for the oxidation of RB-19 dye in AauDyP peroxidase.

Carolina Estarellas

Carolina Estarellas obtained her degree in Chemistry in the University of the Balearic
Islands (UIB) on 2008. A year later she completed a Master of Chemical Science and
Technology and on 2012 obtained her PhD in the area of computational organic
chemistry under the supervision of Profs. Pere M. Deya and Antonio Frontera. She did
a postdoctoral stay with Prof. Jiri Sponer at Masaryk University from October 2012 to
October 2013 and then moved to Barcelona where she started to work in the group of
Prof. F. Javier Luque as an associate professor of the Physical Chemistry department
in the Food Science Campus of the University of Barcelona and became a Juan de la

' Cierva postdoctoral fellow on January 2015. Her research develops in two different
lines, one focused on reactivity studies using Quantum Mechanics calculations and another on the study of
biological systems by means of Molecular Dynamics Simulations.
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Poster “Theoretical study of the activation mechanism of AMP-kinase by means of

Molecular Dynamics Simulations”

Mammalian AMP-activated protein kinase (AMPK) is a Ser108/Thr132 protein kinase with a key role as sensor in
the cellular energy homeostasis. It is a heterotrimeric enzyme complex composed by a catalytic a-subunit and
two regulatory subunits known as B and y. It is regulated by several mechanisms, including indirect activators
such as metformin, rosiglitazone and resveratrol, and direct activators, such as compound A-769662. Some of
these activators show a clear specificity for a particular AMPK subunit, which provide a possible way to design
new compounds that could activate AMPK in specific tissues, minimizing the putative negative effects of AMPK
activation at whole body level.

Marta Guindo

Barcelona Supercomputing Center

She studied both biologist and biochemistry at Universidad de Navarra and obtained
her master's degree in Biomedical Research at Universitat Pompeu Fabra in Barcelona
in 2013. After been working on the wet lab for several years, she followed her interests
of answering biological questions from a holistic and quantitative point of view. Since
February 2014, she is a PhD student at the Computational Genomics group led by
David Torrents under Josep M. Mercader and David Torrents supervision at the
Barcelona Supercomputing Center (BSC). Her project is focused on the genomics of
complex diseases aiming to identify new associated variants and comorbidities through
advanced imputation, statistical and systems biology techniques. Thereupon, up to 69
available GWAS datasets comprising 44 different diseases and more than 400.000 samples will be analysed,
which expect will provide the identification of key pathways and processes involved in the aetiology of complex
diseases.

Poster “GWImp-COMPSs: An Integrated Framework for Large-scale Genome-wide Imputation
and Association Testing”

Current Genome-wide association studies (GWAS) strategies are based on complex, fragmented and
environment specific workflows that require the combination of tools with the continuous intervention of expert
users. As a solution to these limitations, we developed GWImp-COMPSs, an integrated tool that performs
phasing and genotype imputation together with association testing in a single execution and without user
intervention.

Victor Lopez
Barcelona Supercomputing Center

He studied Mathematics and Computer Science in Universitat Politécnica de Catalunya with a CFIS (Center for
Interdisciplinary Studies) fellowship and got my degrees in 2013 and 2014. He worked as a software engineer in
the UPC spin-off Talaia Networks since February 2013 to August 2014. On September 2014 he joined the BSC
Life Sciences department starting my PhD in Bioinformatics with a La Caixa-Severo Ochoa fellowship,
Identification of key pathways and processes involved in the aetiology of complex diseases.

Poster “PMut2015: a web-based tool for predicting pathological mutations on proteins”
Assessing the impact of amino acid mutations in human health is an important challenge in biomedical research.
As sequencing technologies are more available, and more individual genomes become accessible, the number
of identified variants has dramatically increased. PMut, released back in 2005, has been one of the popular
predictors in this field. PMut was a neural-network based classifier using sequence data to provide a pathology

score for point mutation in proteins. We present here a new, revised, and much more powerful version of the
predictor. PMut2015 introduces the use of state-of-the-art machine learning algorithms and an updated training
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set based on SwissVar. It achieves an accuracy of 80%, performs 60% better than random. PMut2015 includes a
fully featured training and validation engine that can be optimized to generate predictors adapted to user specific
training sets. The engine is implemented in python using MongoDB engine for data management. It has been
adapted to run at the HPC level to cover large scale annotation projects.

Constanti Seira

He got the BSc in Pharmacy (University of Barcelona) between 2007 and 2012, after
that he obtained the Master in Research, selection and development of drugs
(Pharmacy’s Faculty of Barcelona) among 2012 and 2013, in autumn 2013 he started
my PhD in Computational Chemistry under the supervision of Dr's Luque and Bidon-
Chanal. During my BSc he made practical work entitled “Synthesis of Lycopodine &
Robinson aza Michael ring size analogs” at the Organic Chemistry Department of the
Faculty of Pharmacy under the supervision of Dr's Bonjoch and Bradshaw, and pending
the Master he completed my final project at chemistry department (also in Faculty of
Pharmacy, University of Barcelona), entitled “molecular modelling of cdk4 inhibitors” in the Dr Luque’s group.

Poster “Influence of Temperature on the Topological Features of Inner Cavities in Cytoglobin”
Cytoglobin (Cygb) is a novel member of the globin family in man, but there is no clear evidence about its
biological function. Cygb exhibits a highly complex ligand rebinding kinetics, which agrees with the structural
plasticity of the inner cavities and tunnels found in the protein matrix. In this work we have examined the effect of
temperature on the topological features of Cygb. To this end, the structural and dynamical properties of human
Cygb are compared with those determined for the Antarctic fish Chaenocephalus aceratus. The results support a
distinct temperature-dependence of the topological features in the two proteins, suggesting different adaptations
to cold and warm environments.

Silvana De Souza Pinheiro

Scholarship student at CNPQ - Conselho Nacional de Desenvolvimento Cientifico e Tecnolégico. Postdoc
student at University of Barcelona (UB) in the Computational Biology Drug Desing Group (CBDDG), where she
works with Electronic Energy Transfer (EET) in model systems. Master in Genetics and Molecular Biology at
University of Para (UFPA/BRA). She worked with methods QM/MM and molecular dynamics to study the
catalytic mechanism, in the Drug Planning and Development Laboratory (LPDF). Specialization has applicability
of new technologies as teaching tools for science education at University of Para (UFPA). Graduated in Full
Degree in Chemistry -University of Para (UEPA) and Pharmacy at University Center of
Paréa (CESUPA).

Poster “Cation—1-cation interactions in structural biology”

Biological structures are stabilized by a variety of noncovalent interactions, such as
hydrogen bonds, T—stacking, salt bridges or hydrophobic interactions. Besides hydrogen
bonds and m—stacking, cation—m interactions between aromatic rings and positively
charged groups have emerged as one of the most important interactions in structural
biology. Although the role and energetic characteristics of these interactions is well
established, a special case involving three molecular species, termed cation—t—cation
interaction, is still poorly understood. In this contribution, we aim at advancing in the understanding of cation-t—
cation interactions and their role in the structure and stability of biosystems via two complementary approaches.
The first one consists of a statistical study of the occurrence, composition and geometry of cation-m—cation
interactions identified on a non-redundant set of protein structures from the PDB (Protein Data Bank), which
demonstrates that cation-m—cation interactions are indeed common in proteins. We also analyse the degree of
conservation of the
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interactions by inspection of similar sequences obtained through the sequence alignment tool BLAST. The
second part of the study consists of an energetic analysis of the most relevant interactions at the SCS-MP2/CBS
level of theory, as well as an energy decomposition analysis for representative cases performed at the SAPT2
level. Besides the well-known deficiency of standard additive force fields to describe the relevant polarization
contribution to cation—r interactions, our results indicate that non-additive three-body contributions are significant
in this case, implying that cation—Tr—cation interactions constitute an even more challenging case expected to be
dramatically misrepresented by standard additive force fields. In vacuum, the interactions identified are strongly
repulsive. Further work is being carried out in order to understand the strength of cation-mi—cation interactions in
a protein environment, where the cation—cation repulsion will be strongly screened.

Guillem Alomar
Barcelona Supercomputing Center

Guillem Alomar, born the 13th of March 1989 in Palma de Mallorca (Spain) is a Computer
Engineer currently employed in the Barcelona Supercomputing Center as junior
developer in the Autonomic Systems and eBusiness Platform group. Guillem obtained a
bachelor degree in Computer Science at the Universitat Pompeu Fabra in 2012 and in
2013 a master degree in High Performance Computing, Information Theory and Security
(specialization in H.P.C.) at the Universitat Autonoma de Barcelona. He is currently
working on the design and implementation of a tool that aims to facilitate programmers
the development of parallel applications, so that a distributed DDBB can be efficiently
used in the background in a transparent way.

Poster “Hecuba: NoSql made easy”

Non-relational databases are nowadays a common solution when dealing with huge data set and massive query
work load. These systems have been redesigned from scratch in order to achieve scalability and availability at
the cost of providing only a reduce set of low-level functionality, thus forcing the client application to take care of
complex logics. As a solution, our research group developed Hecuba, a set of tools and interfaces, which aims to
facilitate programmers with an efficient and easy interaction with non-relational technologies.

Jan Ciesko
Barcelona Supercomputing Center

He is working in the parallel programming models group at the Barcelona Supercomputing Center. His research
is focused on programming model support for an algorithmic pattern that is known as reductions.
Reductions represent non-atomic memory updates and occur in many scientific applications. Their
concurrent execution on modern systems is not trivial and requires careful handling to achieve
scalability and correctness. Prior to my research position he studied computer science at the Friedrich-

Alexander University in Germany and initiated several mobile app and business ventures

including Numerical Monkeys and Realizr.net.

Poster “Scaling Irregular Array-type Reductions in OmpSs”

Array-type reductions represent a frequently occurring algorithmic pattern in many
scientific applications. A special case occurs if array elements are accessed in a non-
linear, often random manner, which makes their concurrent and scalable execution
difficult. In this work we present a new approach that consists of language- and runtime
support to facilitate programming and delivers high scalability on modern shared-memory
systems for such irregular array-type reductions. A reference implementation in OmpSs,
a task-parallel programming model, shows promising results with speed-ups up to 15x on the Intel Xeon
processor.
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Milovan Duric
Barcelona Supercomputing Center

He is in his last year as PhD student at the Department of Computer Architecture, UPC - BarcelonaTech, and
research student at Barcelona Supercomputing Center. Before coming to Barcelona, he received the BSc (in

2008) and MSc (in 2010) from the Department of Computer Engineering and Computer Science, School of
Electrical Engineering, University of Belgrade, Serbia.

His research interests are computer architecture and multicore system co-design (hardware acceleration and
heterogeneous system processors, SIMD extensions and vector accelerators, coarse-
grained reconfigurable compute accelerators).

Poster “DLP Acceleration on General Purpose Cores”

High-performance and power-efficient multimedia computing drives the design of
modern and increasingly utilized mobile devices. State-of-the-art low power processors
already utilize chip multiprocessors (CMP) that add dedicated DLP accelerators for
emerging multimedia applications and 3D games. Such heterogeneous processors
deliver desired performance and efficiency at the cost of extra hardware specialized
accelerators. In this paper, we propose dynamically-tuned vector execution (DVX) by morphing one or more
available cores in a CMP into a DLP accelerator. DVX improves performance and power efficiency of the CMP,
without additional costs for dedicated accelerators.

Gabriel Fernandez

Universitat Politécnica de Catalunya BarcelonaTech

He obtained his degree in Computer Science Engineering by Las Palmas de Gran
Canaria’'s college in 2012, and then a Master in Research and Investigation on
Informatics by the Universitat Politecnica de Catalunya in 2014. Since 2012 he has
worked as student in the group CAOS from BSC under the supervision of Francisco J.
Cazorla to pursue my PhD.

Poster “Enhancing Timing Analysis for COTS multicores for the Space
industry: a software approach”

Critical Real Time Embedded Systems (CRTES) are growing in complexity and
performance requirements, making the use of multicores very appealing for the industry. Multicores provide
better performance per watt, simplify the processor design and reduce size, weight and power-related costs. The
drawback of this kind of processors is the increase of the complexity in the timing analysis given their shared
resources. Our objective is to provide software techniques and methodologies to study and deal with on-chip
contention in COTS multicores.

Pilar Gomez

Universitat Autonoma de Barcelona

She studied Computer Science (5 years degree) at Universitat Autonoma de
Barcelona (UAB). In 2004, She received my diploma in Computer Science from UAB.
She worked during some years at the private companies. At the same time, She was
working as an associated professor at UAB teaching Computer Structure practices
using Assembly language Motorola HC(S)12, Intel x86 and supervising many final
projects. Now, she is a research Fellow, doing a PhD at UAB. The research subject is
about Input/Output (1/0) system in High Performance Computing (HPC). She works in
the traditional cluster platform and cloud platform. She has published in The Journal of
Computer Science and Technology (JCS&T) an article where it has described the
methodology to select a configuration in cloud platform.
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Poster presenters

Poster “Methodology to select a I/0 configuration (hardware resources and stack software) in
cloud platform”

Currently, there is an increasing interest about the cloud platform by the High Performance Computing (HPC)
community, and the Parallel Input/Output (I/0) for High Performance Systems is not an exception. However, in
cloud platform increase the number of parameters that user can select to 1/O system. For this reason, we
propose a methodology to help the user to select a configuration.

Miguel Zavala
Barcelona Supercomputing Center

He studied a B.S., Engineering Physics in the Universidad Auténoma de Yucatan (México), a MSc in Physics in
the Universidad Nacional Auténoma de México and currently he is developing is PhD in the Universitat
Politecnica de Catalunya BarcelonaTech.

Poster “A Multiphysics implementation for conjugate heat transfer and compressible-low mach
coupling”

A parallel procedure for modelling multiphysics problems using the Parallel Location and Exchange library is
presented. The methodology is applied to applications of industrial relevance: conjugate heat-transfer and
coupling of low Mach number with compressible flow.

Oriol Tinto

Universitat Autonoma de Barcelona

He was born in Girona at late 80's and grow up in a small town in Catalonia's countryside. He studied physics at
the Universitat Autonoma de Barcelona. When he finished his bachelor, his interest in learning how to apply his
knowledge in maths and physics into a wide range of fields lead him to study the Master in Modelling for Science
and Engineering. There was where he got in touch with High Performance Computing and the potential that it
has in almost every field of science fascinated him. After this, he worked at the Institut Catala de Ciencies del
Clima in Barcelona by studding HPC aspects of the ocean model used for Climate Studies. From the interesting
work that we started during my stay in IC3 emerged the possibility to start a PhD. My interests are science and
HPC, but also sports, music, technology and many others.

Poster “Understanding Scientific Application's Performance”

Improve Earth System model's scalability in High Performance Computing infrastructure is crucial to achieve
efficiency in upcoming supercomputers. We study how to increase the scalability of the widely used Oceanic
Model of the Nucleus for European Modelling of the Ocean (NEMO).




EXTENDED
ABSTRACTS




Methodology to predict scalability of parallel ajgpltions

Claudia Rosds Judit Giménez?and Jesus Labaftd
Barcelona Supercomputing Certand Technical University of Catalofia
crosas@bsc.es

Abstract- In the road to exascale computing, the inferende omay show different behaviors or that are independetween

expected performance of parallel applications resuth a complex
task. Performance analysts need to identify theabien of the
applications and to extrapolate it to nonexisterdachines. In this
work, we present a methodology based on collectiegettsential
knowledge about fundamental factors of parallel spdand to
analyze in detail the behavior of the applicatianl@v core counts
on current platforms. The result is a guide to gateethe model that
best predicts performance at very large scale. @ieth results from
executions at low core counts showed expected phedfieiencies
with a low relative error.

Keywords: parallel efficiency, analysis and prediati exascale
computing.
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l. INTRODUCTION

Inferring the scaling capacity of parallel codesggtting
harder than ever [1]; applications need to be nextldbr
restricted or nonexistent systems.

Our goal is to usefficiency principlef parallelism in the
code to infer its potential performance. We consids
fundamental factors, components that representngéake
features of the program and their evolution maydated to
primary models of parallelism such as Amdahl’s Law.

Our method relies on the detailed preprocessirayailable
traces to determine appropriate sections and aleése. We
follow this approach because: (i) having few poitatdit, the
blind use of functions with many parameters wowddd to
undetermined systems with many possible solutianst (ii)
low core count runs provide enough information dre t
fundamental behavior of the code.

The main contributions of this work are:

The capability to identify interesting regions vifththe
execution of parallel applications;

The collection of fundamental factors, such as:d.Balance,
Serialization and Transfer, to infer their evolation the
application;

A general model to extrapolate parallel efficienzysed on
Amdahl's Law.

Il. METHODOLOGY

A. Identify Structure
Our method begins with a trace, obtained from etiegan
instrumented parallel code on a target machine.\Visigalize
the trace to generate clean cuts of the represamtphases
from the temporal structure of the execution. A mphase
suggests regions of computation and/or communicstibat

'For more details, please refer to [3].

them.

B. Phase Performance Analysis

We detail the performance of the application based
observations from collected measurements. Data une@s
from the trace of each phase is put together into a
multiplicative analytical model, as shown in (1).

n = LB * Ser * Trf. 1)

The model decomposes the parallel efficiency métygjcas
a product of factors with normalized values betwéefvery
bad) and 1 (perfect) [2]. The factors correspond to
fundamental components of parallel coded and aeal lo
balance [(B), serialization $e) and transferTrf)".

C. Scalability Prediction

By independently extrapolating the individual compots
of this model we can observe how relevant theytar¢he
overall performance of the parallel code. The batgfault
model is the Amdahl's law formulation. This is arsfi
approach to describe the effect of non-paralleloregy where
inefficiencies are caused by an activity that cafmoexecuted
concurrently. Other possible patterns of conculyenc
correspond to pipelined computations or suggesbrastant
value when there are no changes in efficiency veoating.

1. EXPERIMENTAL EVALUATION

We use three applications form the CORAL suite: HAC
[3], Nekbone [4] and AMG2013 [5]; and the CFD apgption
AVBP [6]. CORAL applications were executed in
MareNostrum Ill, and AVBP was executed in Juropae T
machines operated in normal production using fptypulated
nodes. Executions are summarized in Tab. I.

TABLE |

APPLICATIONS USED FOR THE EXPERIMENTS
Strqng Ranks Wegk Ranks
Scaling Scaling

16, 32, 64, 128, 256,
HACC 512, 1024, 2048, AMG2013 32,64, 96, 128, 192,

256, 384
4096
16, 32, 64, 96, 128,

Nekbone 2,4,8,16, 32, 64, AVBP 192, 256, 520, 768,

128, 256, 512 1024, 1040, 1280,

1536

A. Identify Structure
From a manual process, we obtain clean cuts ofeistiag
phases within the execution; for example, one fienaof
HACC shows a large computationally intensive phase
around 250 sec (left side of Fig.1), with low conmizations



and some imbalances at the end. It also has a smallachines. Scalability projections showed initiakights of

communication phase (4 sec, at the right of Fig. 1) expected parallel efficiency and obtained resuleens
promising to provide our methodology as a toolrtei the
B. Phase Performance Analysis scalability of parallel codes.

With the automatic framework, we extract the main
performance metrics for each phase. Because cfpphee, we
show here only the results for HACC. In this apgiiicn, the ACKNOWLEDGMENT
e_volu_tlon_ of the three_: factors_ for the pqmputat!qp‘raaase (left This work has been done thanks to the Intel-BSCséxla
side in Fig. 2) describes a highly efficient regisith almost :

. Lab and the DEEP Project.
none unbalance or contention, what suggest ttzabies well.
In the communication phase, it can be seen howsfeamand
Serialization are dominant factors in the overaifprmance
lost.

C. Scalability Prediction Phase 1 Phase 2

. Model fitting: Amdahl’'s Law reflects the presende o
contention when increasing parallelism. In consagagwe fit
the fundamental factors of most of the applicatifoi®wing

Fig. 1. Phases within one iteration of HACC code.

the Amdahl model by default. Inside phase 2 of HAEE. 3 o e v ™ s Sy
right), processors seem to perform computationstages we “JF : —— —
adapted the fitting model to a pipeline behavior. Y os

. Validation of results: Our method extrapolatesé §
expected efficiencies for a specific machine froracés = .. S £ os S
obtained from it. The error of prediction for eafattor is T S T
summarized in Tab. I, it shows how optimistic (&y T e m e E v me o 6 % ow o s e s v o

pessimistic is our prediction (-). We used exeagiof HACC
from 16 to 256 ranks to predict the efficiency the next
values, and compared the real measurements witxghected

Fig. 2. Fundamental factors phase 1 and 2 for HACC

. - Comparison of Predicted and Measured Fundamental Factors Comparison of Predicted and Measured Fundamental Factors
efficiencies. HACC first phase HACC second phase
. Projection for large core counts: our framework .., =~ = == - 0| mem "
extrapolates the expected total pargllel _efficiefmwp to 16 I B —,
cores. Phase 1 of HACC shows in Fig. 4 (left) astamt  : ., 1 .
. T . . & Measured Load Balance —&+ & Measured Load Balance —&— ®
behavior for serialization and transfer, and a defgradation b T e osf M e
of load balance. For phase 2, we expect that ata?é&s the - et - o
parallel efficiency is below 0.4, thus suggestittigtt main b Prosases R Procesess .
problem will be communication contention. Fig. 3. Fitting phase 1 and 2 for HACC
TABLE Il Extapolton o arge cor couns PR o cours
PREDICTED EFFICIENCY AND RELATIVE ERROR FOR LARGER CORE COUNTS N R A ‘
HACC (PHASEZ2), EXTRAPOLATED FROM RUNS USINGL6 TO 256 CORES wl g o | T——
Ranks Load Serialization Transfer Pgr_allel g o E 0
Balance Efficiency 2 o £ -
512 0.952 0.860 0.517 0.424 o Losa s — o Lot s 27
(-0.82%) (+1.81%) (-6.78%) (-5.61%) e EhESS vt S S
1024 0948 0857 0452 0368 010 100 1000 10000 100000 1e+06 010 100 1000 10000 100000 1e+06
(-0.17%) (+2.34%) (-15.47%)  (-13.64%) Processes Processes
2048 0.943 0.855 0.391 0.315 Fig. 4. Extrapolation phase 1 and 2 for HACC
(-0.68%) (+2.45%) (-9.39%) (-7.80%)
4096 0.937 0.853 0.333 0.267
(+0.82%) (+1.83%) (-27.19%)  (-25.25%)
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Measurements or computer simulations: to whom déunwefor
atmospheric composition estimates?

Enza Di Tomasb Nick Schutgerfs Oriol Jorba
'Earth Sciences Department, Barcelona SupercompGemger, Spain
“Atmospheric, Oceanic and Planetary Physics, Unityeo$ Oxford, United Kingdom
enza.ditomaso@bsc.es

Abstract-Computer simulations are able to provide a desaviptdf
the atmosphere at unprecedented fine spatial antpoeal scales,
thanks to the most recent advances made in moselaggaments and
to the increasingly available computational resegcHowever, due
to our limited understanding of physical processethe atmosphere,
their accuracy is not at the level of some atmosphmeasurements,
which, on the other hand, might suffer of a lowergeral resolution
and sparser coverage and, by their nature, lackdmtéve skills.
Given that limitations and uncertainties exist bathmodels and
measurements, whom do we trust for the correct estimaof
atmospheric variables? The Bayesian paradigm pewida
probabilistic approach for optimally combining thevo pieces of
information (model simulations and observations)ghtgd by their
respective uncertainties. We report here on thesldgments in this
field at the Earth Sciences Department of the Bare
Supercomputing Center (BSC) for retrievals of aeraguical depth
from two satellite products (NRL MODIS and MODIS Dé&dpe)
and model simulations related to mineral dust. Wee @& data
assimilation technique particularly suited to highfformance
computing applications, and show that it improvemgicantly the
characterisation of the atmospheric dust load.

l. INTRODUCTION

Computer simulations of the atmosphere aim at ptiedj the
state of atmospheric variables by numerically irdégg
equations of atmospheric motion and of physicalcesses
starting from given initial conditions. Accurate itial

conditions are particularly important in numericakather
prediction due to the chaotic nature of the probl&me skill
of weather prediction has been enhanced subsigntiathe

driven by forcings such as emissions, recent studimwed
that the usage of observations through data asdioml has
improved significantly the accuracy of short-teronefcast and
the global monitoring of both aerosols and tracesega
(Benedetti et al. 2009, Elbern and Schmidt 200hg Earth
Sciences Department of the BSC (ES-BSC) is impleimgma
computationally-efficient gas-aerosol module aldeptedict
atmospheric composition at different spatial anthperal
scales within a state-of-art meteorological modeVIN\B
(Janjic and Gall, 2012). The new modelling systsnkriown
as the NMMB/BSC Chemical Transport Model (NMMB/BSC-
CTM, Pérez et al. 2011, Jorba et al. 2012, Spadh 2013).
We report here on the enhancement of this cherrigasport
model with the assimilation of aerosol satelliteoqurcts
following what is the state-of-art in the field, tvia focus on
mineral dust only, a prominent type of aerosol.

.  METHODOLOGY

We have coupled the in-house developed chemicatpiat
model NMMB/BSC-CTM with an ensemble-based data
assimilation scheme called Local Ensemble Transform
Kalman Filter (LETKF, Hunt et al. 2007, Miyoshi &t 2007,
Schutgens et al. 2010). The LETKF scheme requires a

ensemble of model runs whose spread around the mean

represents the model background uncertainty. A€oty
in the emission term is particularly high for miakemdust
(Huneeus et al. 2011), we here choose to creaens@mble

last decades thanks to the usage of more exadhlinitaccording to perturbations in the model’'s dust simis We

conditions (Rabier 2005). This has been obtainegdutih
advances in the observing system, in particulasatéllite-
based observations, and developments of data &estsimi
techniques which estimate optimal initial condisgpmamely
analyses, from meteorological observations andiar first-
guess, or background. A short-term forecast validthe
observation time is generally used as backgroufairimation.
Data assimilation has been key also in the momigorof
current and past states of the atmosphere. Moentigcalso
the atmospheric composition community has turnedidata
assimilation for a better characterisation and igtexh of
atmospheric constituents that are present in tm@sghere in
reduced concentrations compared to the main atneoisph
components, such as liquid and solid particle(kitown as
aerosols) other than cloud and precipitation padiand trace
gases, as ozone and greenhouse gases for exanguguéB
2014). Despite their relatively low global conceaiimns, both
aerosols and trace gases play an important rotbenEarth
energy balance and have a relevant impact on dinuat the
ecosystem and on health. Though their dynamic imlgna

have perturbed two emission parameters: the cébioréactor
for the vertical flux of dust and the threshold thie friction
velocity used for the production of the horizorftak of dust.
The LETKF is a technique particularly suited to Hiig
performance computing applications: the executidnan
ensemble of independent model integrations is erassingly
parallel, while the analysis calculations are eoifhi
parallelised in the code (the analysis can be pmed locally
in the model grid). Data assimilation experimenéseh been
run using a set of 12 model runs on a global doraathat the
resolution of 2.8 by 2 degree and 40 vertical layéFhe
assimilated observations are Aerosol Optical Dgpt®D)
retrievals from the U.S. Naval Research LaborattirL)
MODIS Level 3 product (Zhang et al. 2006, Hyer et2810,
Shi et al. 2011) and the MODIS Deep Blue Level 8dpict
(Hsu et al. 2013, Sayer et al. 2013). Observatlenge been
satellite products and undergone quality controfirdu the



assimilation process according to their departdrem the
model background.

V. RESULTS

As a sanity check we have assessed the agreemesmtelnethe
analysis and the assimilated observations afterpia-up
period of one month. Figure 1 shows for May 200 sbatter
plots of the counts of assimilated NRL MODIS obs¢ions
versus model first-guess AOD values (with correlati
coefficient 0.67) and versus analysis AOD valuesthiw
correlation coefficient 0.81). A smaller scatterdam higher
correlation coefficient for the analysis indicate good
performance of our data assimilation system.
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Fig. 1. Scatter plot of the counts of assimiladedervations and first guess
(left plot) and analysis (right plot) for May 20@at the data assimilation
experiment assimilating quality controlled NRL MCEValues.

Here we visually compare dust analyses with inddpeh
ground-station (Figure 2) and satellite (Figure Bd a4)
observations. Figure 2 shows the time series &t-fjuess
AOD values (in blue) and analysis AOD values (id)reshen

NRL and Deep Blue MODIS observations are assindlate;

(circles), and of independent ground-station messents
(red triangles) from the AERONET network (Holben adt
1998), for a station affected by short-range duahdport
(Dakar,
agreement than the first-guess with observatioashhve not
been assimilated and that are quite accurate.

Dakar

15 2
May 2007

Fig. 2. Time series of AOD values for May 200Diakar for the mean
ensemble first-guess (blue) and for the mean enlsemnlalysis (red) with the
assimilation of NRL MODIS and MODIS Deep Blue AOBdfor the
AERONET independent product (red triangles). Therdvars represent the
ensemble spread.

Figure 3 shows for May (top) and June (bottom) 268¥an
model background at OOUTC in a free run experinvatitout
data assimilation (left), mean analysis with theiragation of

Senegal). The analysis is in general intebet

NRL MODIS observations (centre) and with the askitiain
NRL MODIS and MODIS Deep Blue observations (right).
The experiments with the assimilation of sateltibservations
show a better representation of dust concentratioore in
agreement with independent satellite dust retrgevia@m the
CALIPSO sensor (Figure 4) than the experiment wittaata
assimilation. The assimilation of MODIS Deep Blusduct

in particular has a relevant impact near dust sotggions.

AOD (550nm) Mean Background (free run)
200705

AOD (550nm) Mean Analysis
200705

AOD (550nm) Mean Analysis
200705
2

Fig. 3. Mean AOD values for the month of May (tey)d June (bottom) 2007
for the free run experiment with no data assinolatileft), for the data
assimilation experiment assimilating NRL MODIS AQPentre) and NRL
MODIS plus Deep Blue MODIS AOD (right).

LATITUDE, degrees

0
Lo, degrees LONGITUDE, degrees

Fig. 4. Mean dust AOD values for the month of Msft) and June (right)
2007 for independent satellite dust retrievals fOALIPSO sensor.

VI.

Before this work, the NMMB/BSC-CTM did not have an
aerosol data assimilation capability and dustef@ample, was
produced uniquely from model estimated surface sioms
fluxes. As emissions are recognized as a majoofdichiting
the accuracy of dust modelling, remote sensing rehtiens
from satellites have been used to improve the gesor of
the atmospheric dust load. An ensemble-based tgahni
(namely the Local Ensemble Transform Kalman Filter
LETKF) has been utilised to statistically combineodal
background and satellite retrievals. Data assiioiat
experiments have been evaluated against independent
observations from ground stations and satellites@eny and
showed that aerosol optical depth products retdefrem
satellte measurements can help to better charseter
atmospheric dust. We plan to implement this dasiakation
capability in the ES-BSC dust and aerosol foresgstem.

CONCLUSIONS
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Abstract-In Finite Element Methods for solving electromagnet
problems, the use of Nédélec Elements has becomeagular.
In fact, Nédélec Elements are often said to be & ¢armany
difficulties that are encountered, particularly rainating
spurious solutions, and are claimed to yield acten@sults. In
this paper, we present our first steps in develomniédélec
Elements code for simulation of geophysical elentignetic
problems and first ideas on how implement the ksyeis of
Edge Elements in an efficient way on HPC platforms.

. INTRODUCTION

Electromagnetic Methods (EM) are an established itwo
geophysics, finding application in many areas suh
hydrocarbon and mineral exploration, reservoir rarimg,
CO2 storage characterization, geothermal reseivnaitging
and many others. The marine

Il. NEDELEC ELEMENTS FORMULATION

The Nédélec Finite Element Method uses vector basis

functions defined on the edges of the correspondiegents.
Similar to the conventional node-based finite eletmaethod,
the modeling domain can be discretized using rectan,
tetrahedron, hexahedron or other complex eleméts [

Fig. 1 (left) is an illustration of the tetrahedrgrid that we
used with node (red numbers) and edge indexinge(blu
numbers). Following the work of [1], the tangential
component of the electric field is assigned to teater of
each edge. The edge basis functions defined byafg]
divergence free but not curl free. The vector basigtions
are also continuous at the element boundaries. resudt, the
divergence free condition of the electric fieldle source free

controlled-sourceegion and the continuity conditions are imposegdatly in

electromagnetic method (CSEM) has become an immortathe Nédélec Finite Element formulation. Thus, thement

technique for reducing ambiguities in data intetgtion in the
offshore environment and a commonplace in the imgun
the traditional configuration, the sub-seafloorusture is
explored by emitting low-frequency signals from &ha
powered electric dipole source towed close to dadflsor. By
studying the received signal, the subsurface strastcould
be detected at scales of a few tens of meters pohsleof
several kilometers.

On the other hand, in the Finite Element Methodsfalving
electromagnetic field problems,
elements (Nédélec elements) has become very pojpuleact,

Nédélec elements are often said to be a cure toyma

difficulties that are encountered, particularly nghating
spurious solutions, and are claimed to yield adeurasults. In
Edge elements, the simulated quantity is interpdldty vector
shape functions that provide several charactesistiportant
for the representation of the electric field.

Based on previous ideas and considering the sbeialae
of exploration geophysics, since this process semtial to
among others, we present the key issues of edgeenteto
simulate geophysical electromagnetic problems, hgnvee
present our first steps in developing a NédélecnElgs code
for simulation of geophysical electromagnetic pevhs and
first ideas on how implement the key issues of Eelgenents
in an efficient way. Strong emphasis is placedtoed aspects
not easily found in the literature: vector shapmctions,
orientation of geometric entities and the technituavoid the
source singularities in CSEM simulations. Finallye make
some concluding remarks and show the performandbeof
code in terms of efficiency and accuracy.

the use of Edgetlas

vector basis functions for the field associatechwtite edges
are given by Fig. 1 (right) wherg are defined in [1] and |
represents the length of edge

Fig. 1. Nédélec element description with nodesexdges (left). Vector basis
functions of linear edge elements right).
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In order to guarantee global continuity of tangainti
components, special care has to be taken with detgathe
edge direction. in short, the edge direction stpateorks as
follows. A global index is assigned to each nodéhef mesh.
If an edge connects two nodes and n;, we define the
direction of the edge as going from nodeta noden if i<j.
This gives a unique orientation of each edge. Tames
philosophy is used locally to determine the di@tsi of the
local edges on each element.



I1l. SUMMARY OF RESULTS Fig. 4 Primary field of a z-directed dipole in anmageneous domain with 384
elements.
The following images are the result of our fisteps in
developing a Nédélec Elements code for simulatidn o

geophysical electromagnetic problems.

Fig. 2 Vectorial basis functions. Subplot (a) déses the shape function alc
edge 1 — 2, Subplot (b) describes the shape funatang edge 2 3, Subplo
(c) describes the shape function along edge 3ndkabplot(c)

(a) (b)
1.2 1.2

electiic Magnifud

1
0.8
0.6
0.4

#T #E | Assembl | Solver h L? oL
y time time

128 208 | 7.66e-03 | 6.76e-03 | 3.3e-01 | 3.969¢-01 ---

512 800 | 6.75e-03 | 7.72e-03 | 2.0e-01 | 9.831e-02 2.016

2,048 | 3136 |2.22¢-02 | 4.47¢-02 | 1.1e-01 | 2.430e-02 2.017

8,192 [12,41 | 1.82e-01 | 2.08e-01 5.8¢-02 | 6.001e-03 1.999
-0.2 -0.2 6

32,768 | 49,40 | 4.27¢-01 | 6.68e-01 | 3.0e-02 | 1.501e-03 2.004

In geophysical simulations with CSEM, the primaisid is 8
calculated analytically for a background layeredfeanodel. 131,072 |197,1 | 1.51e00 | 2.27¢00 | 1.5e-02 |3.74le-04 | 2.002
" . . . . 20
The secondary field is discretized using edge-etemerlhe
primary field computation stage is a classic exampf 524288 | 7874 58300 | 67100 | 7803 1934005 ) 2.002
embarrassingly parallgl 'Workload because no exists 20971 | 3.047 | 203260 | 247600 | 39003 | 2333005 | 2001
dependency or communication between those patafiks. 52 [776 | 0

On the other hand, numerical modeling of geophysica

electromagnetic problems impose a significant Table 1: Summary of results for the 2D case. Number of elements (T),

Fig. 3 Ability of vectorial basis functions to impwlate a given field. (a) number of edges (E), assembly time (seconds), solver time (seconds), mesh

constant field to test, (b) field within the elerhee) error of approximation spacing (h), L* error and convergence order.
(maximum error=0.5551 - 0.331i e-15)
@ i (b)
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processor-based methods are limited and often atdapof
managing the required large memory and computdtigme
requirements. Therefore, we are exploring parallel
environments such as MPI and OpenMP in order taang
the performance of these simulations.

2nd BSC International Doctoral Symposium



From Imaging to Simulation: A framework appliedsimulate the
blood flow in the carotids
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Abstractin this work we present a methodology to extract

information from medical imaging and use it for hoelynamical

simulation in arteries. Based on in-vivo magnetsanance images

(MRI), the velocity of the blood flow has been messat different
positions and times. Also, the anatomy of the Vekas been
converted into a volume mesh suitable for numernicatleling. This
data has been used to solve computationally thardias of the fluid
inside the artery in healthy and pathologic cas®s.an application,
we have developed a computational model within theticks. The
next step in the pipeline will be to extend the &atn to fluid-
structure interaction (FSI) to find the parametersn an
atherosclerotic plague that could lead to rupture.

INTRODUCTION

The complex structure of an atherosclerotic plagffiects the
dynamics of the fluid inside the vessel. Usuallys composed
of different materials such as a lipid pool, cabzfion or
hemorrhage. In the last decades, magnetic resonaraggng

METHODOLOGY

The problem is divided in three different parts:

1. MRlacquisition Following the study protocols, patients
are imaged on a Siemens MR/PET (3T) mMR. The intagin
protocol is defined as follows: (i) the bilateralrotid arteries
extending 3 cm below and above the carotid bifimoatare
imaged using an 8-channel carotid coil. (ii) Toidkehte the
vessel lumen, localization with gradient echo seqas, time-
of-flight (TOF) images are acquired. (iii) To obtdilack
blood images and measure carotid stenosis, 3D SRAME
T2 weighting is acquired in free breathing conditip
untriggered with fat suppression.

As a result, 2D images in the coronal planesadntained.
Each slice has an in-plane resolution of 0.7x0.72mwith a

slice thickness of 0.7 mm. The flow in a vesseltisecis

(MRI) has emerged as an imaging modality that exsabl Measured with a 2D, single-slice, cardiac-gatecs@lantrast

accurate quantification of the main componentshefplaque.

Size, shape and plaque constituents can be idshtifi (Venc=100cm/s).

noninvasively [1, 2, 3]. Other MRI techniques likdase-
contrast have also been developed to acquire rimaltitbnal
blood velocity data in-vivo. 2D and 3D phase-cositr®RI

has been used for the characterization of normal an

pathological velocity profiles in those areas [4].

To study the dynamics of the flow in the cardiovwdac
system, the simulation tool has been proved to peveerful
complement. It has helped to investigate the prakterough
simple and complex geometry models, most of thesedan
in-vivo measurements [5, 6]. Particularly, imagedxh
computational modeling can provide valuable infatiora of
the hemodynamical conditions and can assist theigiren of
possible outcomes.

The present work aims to bring imaging and simaiati
closer in a robust framework. In this work, 3D M&dta of
human carotids is acquired at Mount Sinai HospifaNew
York. For each case, the geometries of the lumenh the
vessel wall are segmented from images and convémteda
computational mesh ready to run the simulationslo&iy

measurements are also acquired and included agl init

conditions in the computational model. As a firppeach,
only fluid simulations are performed. Once the feavork will
be validated, it will be extended to FSI to obtaim accurate
simulation of the phenomenon occurring betweenatalk and
the blood flow, to study the effect of the athetesatic plaque
in the carotids.

sequence with through-plane velocity  encoding
The acquisition plane is placed
perpendicular to the carotid artery, 2 cm before th
bifurcation, using a 3D time of flight acquisitido localize
the vessels. The slice has the same resolutioheaprevious

imaging protocol.

2. Image analysis and mesh generation. The georoétilye
carotids is extracted from the MRI raw data perfiogna
manual segmentation in ITK-SNAP [7]. The vessellvsl
reconstructed computationally using the informatiorthree
different planes in space. In case of plaque, treesponding
materials are also identified. Once the segmemtagifinished,
the software generates the surface mesh of thenlangthe vessel
wall in the STL (STereoLithography) file formatnglly, the mesh
generator Iris, developed and supported at Baelon
Supercomputing Center (BSC), creates the unstedctdinite
element meshes for both fluid and solid geomefrgs 1).

3. Simulation.The appropriate framework for the simulation
of fluid-structure interaction (FSI) in blood veksas the
arbitrary  Lagrangian-Eulerian  (ALE) description  of
continuous media. In this description, the fluiddasolid
domains are allowed to move to follow the distelesiessels
and deforming fluid domain [8]. In this preliminampork, only



fluid simulations are presented. In this case, fiwd is
simulated as laminar, viscous, incompressible, Naish
flow in a fixed domain solving the Navier-Stokesuatjons
and choosing suitable initial and boundary condgi]. The
3D computational model is performed in Alya, the ltiu
physics and parallel code developed at BSC [911012, 13]
in

and solved in parallel
supercomputer.

Fig. 1. Computational mesh created for a healdsec Left: meshes of the
lumen (grey) and the vessel wall (red), composedethhedral elements.
Right: view of the bifurcation in the carotids.

Fig. 2 shows a pathological carotid artery wherfedgnt
components have been identified. The result ofsthmilation
is presented in Fig. 3 and it is compared to thadthg carotid
artery of the same patient. In both cases, MRI diatbeen
used to provide the geometry and boundary conditi(re.
inflow, and outflow) for a computational fluid dymécs
calculation.

Fig. 2. Surface mesh of a pathologic case in #retitls bifurcation. Lumen
(blue) and wall (brown) are represented in coldtse atherosclerotic plaque
is drawn in yellow.
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Fig. 3. The image-based computational frameworkused to solve the
hemodynamics of the problem. We compare the dyramicthe fluid in
healthy and pathological arteries. Colors represeftcities. Right: healthy
case. The velocity profile is normal, achieving axdmum of 70 cm/s at the
systolic peak (PSV). Left: pathologic case. Maximuetocities are found in
the bifurcation. Values are high is this case, edhg 200 cm/s at PSV.

VII. FUTUREWORK

Nowadays, there’s a lack of realistic geometrieedusn
numerical simulation. The pipeline presented herél w
constitute an efficient bridge to connect image sinaulation.
Given the increasing resolution and accuracy obrimftion
obtained from clinical imaging, the simulation toisl the
complement that can provide an efficient way ofesssh,
prior to clinical trials which are expensive anchdze a risk to
the patients. Simulations can be performed on anpatdata
and the results can be delivered to the doctornira@hoc
visualization manner (virtual lab) to get a deepsight of the
problem.

To identify the wall shear stress in the atherastie material,
flow will be simulated on a moving mesh using an_EA
strategy. The artery wall and the plague componeiitsbe
modeled hyperelastic, isotropic, incompressible and
homogeneous. The coupled FSI model will be solved i
parallel in MareNostrum.
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Abstract-We are optimizing a force-field to be used with coarse-

grained protein model for the recognition of proteprotein binding.

We have found that, apart from ranking correctlyg tiyand-receptor
conformations generated in a protein-protein dogkatgorithm, our

model is able to distinguish binding (experimergadicture) from

nonbinding (false positive) conformations for mawynplexes. This
suggests us that the model could have a good mesfoce in

complete cross-docking, a method aimed to recogthieepossible
binding between any two proteins that are unknownteract.

VIIIL. INTRODUCTION

We have applied our coarse-grained protein modeb[ihe
simulation of protein complexes. The protein modsés a
force field parametrized to reproduce correct assion and
dissociation rates of intrinsically disordered pins [1]. Our
aim in this work is to test the stability of expaental protein
complexes during molecular dynamics simulationshvatir
protein coarse-grained model and force-field, artd test if
our force field is able to identify false positiveStability of
experimental complex structures together with diggmn of
false positives after simulation would suggest at model
might able to recognize which proteins associatth wiach
other and which is their binding conformation [2].

IX. METHODS

We have used the Discrete Molecular Dynamics (DMD)

algorithm [3] for the simulation of the proteinsngplexes. In
DMD the particles interact through stepwise potsfi
therefore move with constant velocity until theyack the
pairwise distance corresponding to a potential gnestep,
when the collision happens. At this point a transtd

momentum between the two particles occurs, chantfieg
velocity of them. The velocity of the particlesupdated by
imposing conservation of linear momentum and enaitg§he
collision, instead of integrating the equations medtion as
made in standard molecular dynamics (MD). The sitiglof

the calculations made in DMD makes it much fadtantMD,

with a negligible loss of accuracy respect to hisTtogether
with the low number of particles in the simulatidae to the
use of implicit solvent and coarse-graining of sggstem make
the simulations orders of magnitude faster tharventional

explicit solvent MD simulations.

We have used the coarse-grained model of Marrinkl.e
[4] for the sidechains plus an atomistic repreg@naof the
amide atoms N,H,C,O, in order to be able to inclexiglicitly

hydrogen bonds in the model. The number of beadsaoh
sidechain depends on the aminoacid, mapping géndoair
heavy atoms in each bead.

We have reparametrized our force field [1] in order
improve the predictive performance in protein-pirote
complexes. Following the same idea as used
optimization of scoring functions for protein-pristedocking
[5], we have modified the nonbonded part of thecddiield
changing the weight of the following terms: i) Vdear Waals;
i) electrostatic; iii) implicit solvation

Fig. 1 Coarse-grained protein structure in our rhodie atomistic
representation is used for the amide atoms of slckliobne, and a coarse-
grained representation for the side chain beadsgfrarent spheres with a

different color for each residue)

Fig.2 Movement of the ligand along the DMD simudatiwith our force field

for the experimental structure of the complex oBRtdde 1XU1. The ligand

in the experimental structure is in gold color, afteér the simulation in cyan
color.

X. RESULTS

We have made simulations on all the experimentabiptex
structures of Weng's protein docking benchmark [8]0 In
figure 2 is shown the movement of the ligand of an
experimental complex structure after a simulatibd as. The
simulation of the best scored false positive fds ttomplex
generated by a standard docking algorithm [5] pcedua fast
dissociation of the ligand and the receptor.

In a previous work [7] we simulated this benchmaskng an
atomistic representation of the proteins, findihgttall the

in the



(1]
(2]
(3]
(4]

(5]
(6]

docking conformations kept stable during the sirtioid’]
because we were using a standard molecular dynamiibs
implicit solvent force field not parametrized tosgide correct
association/dissociation rates in systems of ictarg

proteins.

Here found that the majority of the experimentaliciures
keep stable during the simulation, as shown infifpare 3.
We found that only 20% of the complexes of the hemark
showed dissociation.
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Fig. 3 RMSD respect to the experimental structdier ahe DMD simulation
with our force-field for the complexes of the piatbenchmark.
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0
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RMSD (A)

Fig. 4 RMSD respect to the initial structure of thest scored false positive
generated by a docking algorithm for the complefebe protein benchmark.

When we made the simulations of the best scoresk fal
positives, we found (figure 4) that in 60% of themplexes
ligand and receptor dissociated. This suggestshas aur
approach is able to recognize stable
configurations and discard false positives for mhajority of
the complexes in the benchmark, opening the petispeto
obtain a higher performance after further optimoratof the
force field.
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AbstractNowadays, analysis and design of novel scalable
methods and algorithms for fundamental linear algeb
problems such as solving Systems of Linear AlgeliEgquations
with focus on large scale systems is a subject wdystThis
research focuses on the study of novel mathematiethods
and scalable algorithms for computationally intemsproblems
such as Monte Carlo and Hybrid Methods and Algorghm

I INTRODUCTION

Solving systems of linear algebraic equations (S)LAE
inverting a real matrix are well-known problemserétive or
direct methods to solve these systems are cogpiyoaph. One
option of reducing the effort of solving these syss is to
apply preconditioners before using an iterative hodt
Standard deterministic preconditioners computed thg
optimized parallel variant- Modified SParse Approate
Inverse Preconditioner (MSPAI) have been changedaby
Monte Carlo preconditioner that relies on the usdarkov
Chain Monte Carlo (MCMC) methods [1]. The studythbis
methods and their parallel implementation is sulbpécurrent
extreme scale computing research.

Preconditioning refers to transform a complex peabinto
another whose solution can be tractable; precamditiis the
operator that is responsible for such transformati way to
increase the robustness and the computationaliesféig of
iterative methods is based on preconditioning.

Several physical problems imply to solve SLAE asuleof
discretization of partial differential equationterative solvers
are often the method of choice due to their praditity and
reliability when considering accuracy and speedeyThre,
however, prohibitive for large-scale problems asytlhan be

size n and also inherently parallel. Note that iideo to find
the inverse matrix or the full solution vector retserial case,
O(nNL)steps are required.

1. RELATED WORK

Research efforts in the past have been directecrttsy
optimizing the approach of sparse approximate wwer
preconditioners (SPAI) [4]. In the past there haveen
differing approaches and advances towards a plisatien of
the SPAI preconditioner. The method that is usedaotmpute
the preconditioner provides the opportunity to fa@lemented
in a parallel fashion. In recent years the classmmbenius
norm minimizations that has been used in the acaigBPAI
implementation [5] was modified and is providedaiparallel
SPAIl software package. One implementation of it, thg
original authors of SPAI, is the Modified SParsepAgpximate
Inverse (MSPAI) [6].

The proposed Monte Carlo algorithm has been deeelop
and enhanced upon in the last decades, and sekeyal
advances in serial and parallel Monte Carlo methtats
solving such problems have been made. There in@eadsed
research interest in parallel Monte Carlo methamtsLinear
Algebra in the past year [7], [8].

Il. MONTE CARLO APPROACH

Monte Carlo methods are probabilistic methods, Wwhise
random numbers to either simulate a stochasticwetnaor to
estimate the solution of a problem. They are gamtlates
for parallelisation because of the fact that mamgjependent

very time consuming to compute. These methods arsdmples are used to estimate the solution. Thesplesa can

dependent on the size of the matrix and so the atatipnal
effort grows with the problem size [2]. On the ath®nd,
Monte Carlo (MC) methods performing random sampbifig
certain variable whose mathematical expectatidghaésdesired
solution, for some problems an estimate is sufficier even
favorable, due to the accuracy of the underlyingpdMC
methods can quickly yield a rough estimate of thlatgon.
Iterative Methods are dependent on the size ofntlaérix
and so the computational effort grows with the peobsize.
The complexity of these methodsd$kn?)for dense matrices
in the iterative case an@(n®) for direct methods with dense
matrices while solving SLAE if common eliminatiorrea
employed [3] in contrast MC methods for matrix irsien
(MI) only requireO(NL) steps to find a single element or a
row of the inverse matrix. Her is the number of Markov
chains and. is an estimate of the chain length in the stoéhast
process. These computations are independent ofmtteix

be calculated in parallel, thereby speeding up dbkition
finding process. We design and develop parallel tdd@arlo
methods with the following main generic properties:

« efficient distribution of the compute data

e minimum communication during the computation

« increased precision achieved by adding extraeefent

computations

Consideration of all these properties naturallydéedo
scalable algorithms. The Procedure to get MonteloCar
algorithm has been presented in [9] and allows reditey
Monte Carlo algorithm for processing diagonally dioamt
matrices.

V. MONTE CARLO APPROACH

We compared matrices from different sets that Hasen
obtained from two collections - The Matrix MarkeidaThe
University of Florida Sparse Matrix Collection. Hee



matrices are used as inputs to both the MSPAI amdvimnte
Carlo based application to compute preconditionérse
results from those calculations are two intermediagtrices
MSPAI and MCSPAI, one for each type of preconditiorin
the last step these preconditioners are used a&gpanto the
BiCGSTAB (biconjugate gradient stabilized method)ver
that is provided by the SPAI application.

preconditioners of comparable quality to the detmistic
approach used in MSPAI. The proposed approach etals
to generate preconditioners efficiently (fasteryl avith good
scaling properties outperforming the deterministfproach,
especially for larger problem sizes.

Monte Carlo Method approach is a promising toosatve

Numericalthe steady state heat transfer equatidT = 0 in order to

experiments have been executed on the MareNostruabtain effective homogenized heat conductivity Goieit for
supercomputer, located at the Barcelona Supercamgput the porous Siliconized Silicon Carbide material, riydaov

Center (BSC). It currently consists of 3056 commgdes that
are each equipped with 2 Intel Xeon 8-core proaes€#GB
RAM and are connected via an

[10] propose to use MPI parallelized preconditionedjugate
gradient method with a preconditioner.

InfiniBand FDR-10

communication network. The experiments have beam ru

multiple times to account for possible externaluahces on
the results. The computation times for both theqnéitioner
calculated by MSPAI, as well as our Monte Carlodohesult,
have been noted. While conducting the experiments,

configured the parameters for probable errors irthbo

programs to produce preconditioners with similaopertieg
and therefore producing residuals within similangas when
used as preconditioners for BICGSTAB. A random tsti 5]
pattern has been chosen in MSPAI for best analogth
stochastic nature of the Monte Carlo approach. Aidsa
experiment was carried out on various classes dficea
from the matrix market, for example, on real nomsyetrigs
matrix asbcsstm13(fig. 1)
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Fig. 1. Matrix bcsstm13. Run times for MC precdiudier and MSPAL.
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preconditioners has been selected to match theepnobize
and provide meaningful
differing approaches. For the small test set expenis have
been run on 6 to 30 cores of the computer systdra.ldrger
examples were calculated starting from 32 or 25@<s@nd
scaling up to 2048 cores to investigate the difigrscaling
behavior of the deterministic method and our stetiba
algorithm.

V. SOMECONCLUSIONSAND FUTUREWORK

A Monte Carlo based preconditioner for general roesr
has been proposed as an alternative to the MSRy&Fitdim
and its applicability demonstrated. It has beennshthat the
stochastic Monte Carlo approach is able

comparisons between the two

to produce
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At the TeV scale, two new pieces of information eofrom
the LHC. The first one, a new bosonic resonance][at
about 125 GeV which, until now, fits the propertiesthe
Standard Model (SM) Higgs boson. The second ong 43]
mass gap for the presence of new physics until@&IID-GeV
(and even higher for new vector resonances).

GAP New physics?

L T— 600 GeV
H (125.7 GeV, PDG 2014)
W (80.4 GeV), Z (91.2 GeV)
Figure 1: Electroweak-symmetry breaking sectohef$M after

the LHC run I.

So, this is the image which provides us the Stahd&odel

In this work, we follow two research lines. Thesfione [4]
is a Kaluza-Klein model (i.e., extra-dimensionsheTworld
would be five-dimensional, the SM particles beiranfined
fields into three spatial dimensional manifolds lmanes.
Gravitational interaction would have access totttal space.
This model leads to a fundamental scale of graweitad,
which can be much lower [5-6] than the Planck auig.
Depending on the flexibility of the brane, two difént
regimes atow energyarise.

If the brane is rigid, the first excitation at loenergy
corresponds to gravitons. The fact that gravitongpagate
through the extra-dimensions produces a tower of KK
excitations which roughly corresponds to the eigaargies of
a quantum oscillator in these dimensions. This d¢an
approximated by the coupling with massive gravitons

On the contrary, if the brane is flexible, the ffieffect at
low energy will be the coupling withranons which are the

from some decades ago: three fundamental interectioparticle associate with the fluctuations of thenera

(electromagnetic, weak and strong) mediated by qutst

The second research line considered [7-9] is anglyo

gauge bosons Wand Z, and gluons. Photons and gluons argnteracting Higgs sector. The SM lore would hawe phoperty

massless. Gauge bosons mediating the weak intamaate
massive. However, theses masses, and actuallyastes of
elementary particles (i.e., electrons, quarks,.rg,ia conflict
with the symmetries of Quantum Field theories fdrsmas.

The simplest solution is the so-called Higgs medmanthe
SM Higgs boson being a relic of such a mechanismifShe
Higgs-like boson were actually this SM Higgs, wouwldr
understanding of the micro-world complete? Well,cotirse
there is another interaction we have not yet tallbdut:
gravity. Actually, there is nowidely accepted and fully

of being a weakly interacting theory. In particulahe
presence of the SM Higgs on the theory would guasthat
the cross section of vector boson scattering, eeemputed at
first order in perturbation theory, does not growedking
unitarity (i.e., until predicting a scattering pedility higher
than 1).

What if we change slightly the SM? This “fine-tugfn
cancellation would no longer occur, so this firstder
computation would break at the TeV scale. Is thiirect?
Not exactly: it only means that the perturbatioadty is not

coherentdescription of gravity in terms of a Quantum Fieldusable. This is a similar case to the low enengytlof QCD,

Theory.

which has been a big deal for decades. Severaitpods, like

Thus, we have two “fundamental theories™ Generalnitarization procedures, lattice QCD... have beeadu®

Relativity, which is a classical (i.eapn-quanturptheory; and
SM (Quantum Cromo Dynamics-Electroweak Theory),ohhi
describes the remaining known interactions, the Bidgs
field mediating a fifth interaction which gives nsa® all the
elementary particles. Several difficulties ariseewhdealing
with Quantum Gravity theories. The first one is éxremely
high energy scale where Quantum Gravity effecteapected
to dominate. According to a naive approach, sualeseould
be the Planck onelf22 x 10'° GeV). Compare with the
1.4 x 10* GeV that LHC will reach when running at full
energy. So, is this all”? The SM until the Planclalse
Actually, there are two effects which fail to besdebed by
this approach: Dark Matter and Dark Energy.

overcome this failure of the perturbative analySis, we use
the unitarization methods, tested for the low endigit of
QCD, to unitarize an effective Lagrangian whichdeao a
strongly interacting EWSBS.

In both cases, to have an estimation of the sigthaisthe
LHC may find, using Monte Carlo (MC) simulation is
mandatory. The input of the MC methods are thetegay
amplitudes computed with the theoretical modelsd Ahe
output, a set of MC events whose statistics (ceunting of
particles emitted within certain parameter spaceadicular
measure,...) should be (approximately) describechbysame
statistical distribution than the actual data @f tHHC.



Several programs, like Pythia [10],
Delphes, GEANT, ROOT,... have become a standard, as
consequence of the big effort due to the LHC expent.
However, it is also usual that, when trying to aetnon-
standard” model, some of these programs fail toe gan
implementation in an easy way. With the only exueptof
“fashionable” models like the Minimal Super Symrmyetr
Model (MSSM).

When running, these programs can be easily paraiteif

different seeds are used for the pseudo-random eumb
No communication between

generator of each process.
processes is necessary, untii summing up all théstts.
Normally, the output of a program is the input loé next one.
Two approaches are possible: either computing tatistics
“on the fly”, or storing all the events. The lasbsgibility,
although is the most flexible one, requires al$mge amount
of hard disk.

The goal of this presentation is showing the resoiittained
by the usage of the BSC facilities. For the KK nlede
parameter bounds for both the branon and KK-gravito
regimes have been found, by comparing a MC sinaratiith
ATLAS data [12]. New bounds over the brane tensio

MadGraph [11],
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Figure 3: Production of WV~ (blue) vs. W, W (red). X-axis in
GeV. Y-axis in events/33.3 GeV. MadGraph5_aMC@NL@dus
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For the strongly interacting EWSBS, a graph shovﬁng/[lo]
small are the contribution of longitudinal W modeshe WW
scattering (as measured by the LHC) has been ceahpift1l]
the SM were true, scattering of longitudinal modésv and!*?
Z's would be negligible. However, if the EWSBS werg
strongly interacting, the cross section Bf W, scattering
would saturate unitarity and, therefore, this sigmauld be
enhanced. An interesting continuation of this warbuld be
simulating events with our unitarized matrix elensen
although some difficulties arise due to the netgssi
modifying the MC programs.
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Abstract

The role of Internet mass media increased greatlthé
recent years. Internet media attracts more and madéence
coverage and thereby its role in forming of puldiginion
strengthens. Public organizations, political partieompanies
as well as public figures, politicians and entregres are
interested in any mentioning of them or of somecHjmefacts
concerning them in media including Internet medidey
often trace a quantity of web-sites citing themd alifferent
sources where some significant news could appégmifisant
news finding could be also useful for common Inérases
since the amount of daily media publications igéaand some
news which are significant for someone could besets Thus
significant (in some context) news identificatian e@ssential
and actual problem.

Approaches for analyzing various types of newsnadely
different. From traditional search engines basedhdexing to
semantic methods based on idea of Semantic Welwdkdg
and key phrases processing, NLP methods. Ontoleged
approaches have a remarkable prevalence too. liticadd

threshold for it. Then we reveal a set of significaews from
a given sample.

We interpret the news significance as a qualitgtraperty
of some piece of news and in the same way try fimelsome
gualitative threshold to measure it. Significanoalgsis could
help to characterize how different events impacsociety or
on separate social groups, to make research abamirttse
interconnection and to analyse news informatioreaging
features. We define a quantitative metric of neiggiicance
as its retweet count for some time period. In thbsequent
research we expect that this metrics will becomeremo
complex by aggregating information not only aboetweet
count but also include the information about numbleuser
replies on the given tweet, number of users whatlpaitweet
in favorites and some additional data.

We crawled data from Twitter accounts of the onethe
popular news agencies represented in social netwoRdN,
BBC, NYTimes, Mashable and TechCrunch. Collecteth da

some methods based on Data Mining technologies armbvers period from July 2014 up to January 2015iacddes

machine learning used to resolve a problem of nesasch,
interpretation and analysis. This paper is devtdeithe use of
Network Science approach for news analysis.

The origin of news provider could be some Intemmess-
media (such as cnn.com, bbc.com and others) asaellpage
in a social network or blog. In our research weidistt to take
Twitter as a typical representative of the sociatworking
phenomenon as it is one of most subscribed soeiavarks.
Messages spread in Twitter after their appearamut a
quantity of references to the message (tweet) app€me of
the spreading instruments of this social networkeveet
mechanism. On the first stage of our research wesfon this
mechanism and base our approach on small entiti€sitter
- on tweets. We use network science approach téyzma
messages and find significant news. Tweets actodes of
network. Each tweet could be retweeted many tinyesdme
external twitter users. We define each retweet dpadme
outgoing tie from a node. Thus for each tweet feedhave
some degree distribution. Next we examine thisrifistion
for scale-free property, define the significanced athe

information about 16500 news retweets. We lookeéaath
agency news feed as at network and using Netwoidn&e
apparatus we built and plotted degree distributifarseach
agency. It was determined in other research wadnks$ the
whole Twitter network has scale-free property. Qual was
to specify degree distribution of sub-networks ldase news
messages retweets and check the presence of seale-f
property. So we revealed that composed networksseae-
free and then supposed that the news is signifithos
meeting the condition that the corresponding nodethie
network is a hub. It is crude initial measure arnldl e refined
further taking into account a variety of additiofattors. We
discovered a number of significant news from ihitlata and
presented them in the paper.

Afterwards we determine the future research scépst
we plan to make the significance property more desnpnd
take into attention more factors and increase tmaber of
data sources and the volume of processed data. Waaill
describe the optimization approach for significamtws
finding and analyzing. In general we project toeext the



problem of significant news discovering and intetption
into the problem of world informational war anak/siHere we
define informational war as a demonstration of iirktcted
regular actions forwarded into influencing at sbojainion in
some area and consisted in mass media publicafiolity, in
Internet media particularly.
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Abstract-Exascale performance will require massive parataliand
asynchronous execution (DARPA, DOE, EESI2). Thadopertains
to the design choice to increase hardware perforreattrough
growing core counts. The latter ensures that th@aased software
scales well. As a result, traditional, bulk-synchoas parallel

programming models like OpenMP or MPI will likelyllfaut of

grace in favor of more amenable variants. At timeetiof writing, the
general consensus inclines towards task-based progring models
that support dynamic scheduling and use graph-basediels to
record task dependencies.

In this context, we present LINOMPSs, a parallekdin algebra
library built on top of OMPSs. Currently, we offeosh of the BLAS-
3 functionality and the three main factorizatio@@R, LU, Cholesky).
There is limited support for sparse matrices. Forstems of
equations, LINOMPSs disposes of implementationsott direct
methods as well as iterative solvers.

At the lowest level, LINOMPSs can be linked with n8lsAS or
LAPACK libraries (MKL, ESSL, Netlib, ATLAS...). Thesecfions
are used, in turn, to implement the OMPSs taskstHer parallel
implementations of the BLAS, or the Blocked BLA® Blocked
BLAS are used to write blocked versions of the farttions in
OMPSs, which can then be combined to write solverfsibfledged
numerical simulations with finite element methodsultigrid

methods, etc. These applications benefit from tegnehronous
parallelism developed by OMPSs at run time. Moreothe layered
design allows for the concurrent and out-of-ordee@xion of tasks
that stem from previously distant regions of corapaoi.

We not only consider LINOMPSs as an environment tfa
development of linear algebra applications and Wenarks for the
Computer Science Department. In our own departnm@anéxXample,

we use LINOMPSs to experiment with mixed-precision an

incomplete/inaccurate computations. With the expenvf the CASE
and Earth Science Department at BSC, we envision LIRSdVaS a
tool for cross-disciplinary collaboration and theewklopment of
industrial-strength engineering applications.

A. INTRODUCTION

the task dependencies and dynamically scheduletasis
in an asynchronous fashion.

Along the same lines, we have implemented several

LAPACK functions (Cholesky factorization, LU factpation)
and solvers (Jacobi, Gauss-Seidel, Conjugate Grdie

C. FUNCTIONALITY

The very basic level exposed to the user is afsstappers of
the BLAS and LAPACK functions compiled with OMPSs
tasks as a dynamic library. This set of wrappese akrves as
the building block for the other LINOMPSs functions

Going one level above are three blocked parBLAS level

3 functions (GEMM(), SYRK(), TRSM()). From this lelon
we also build a standalone program for benchmaréiagg
with the dynamic libraries.

With these blocked functions at hand plus a fewppess we
are able to build two blocked parallel matrix factation
functions LU and Cholesky.

Subsequently, two blocked parallel linear equasotvers
(one for general matrix and the other for a positiefinite
matrix respectively) are built on top of that. Usirthe
LU/Cholesky factorization to decompose the inputrimand
gpplying forward-, backward-substitution to soltie system.

The current version of Linompss also ships with som

iterative solvers (Conjugate Gradient, Iterativefifament,
Jacobi and Gauss-Seidel).

D. PERFORMANCE

LINOMPSs (LINear algebra on OMPSs) is a numericaExperimenting on the standalone benchmark prograom

linear algebra library developed in the ComputeieSme
department of BSC. It strives to provide high perfance and
scalability on heterogeneous multi-core architextpmas well
as to offer a clear interface as a math kernebiolding large
scientific/engineering applications.

B. GENERAL STRUCTURE

At its core LINOMPSs relies on an
implementation of the BLAS and LAPACK (ATLAS, Intel
MKL, etc.). Each of the functions in those libraribas a
corresponding wrapper in LINOMPSs which is compieth
OMPSs task support. A parallelized version of thieAB
functions (GEMM(), SYRK(), TRSM() etc.) is then tiezad
by blocking the input matrices and passing the kddo the
aforementioned OMPSs tasks. The OMPSs runtime gand|

optimized

Linompss we were able to extract some speedup (jbots
MareNostrum Il — BSC).
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E. COMPARISON AND FUTURE WORK

We are aware of another state-of-the-art numelioakr
algebra library PLASMA that takes a rather simégproach
(blocked/tiled algorithm and a dynamic scheduler).

We thus drew a comparison on two functions dpofré{in
both libraries with the same set of parametersis/Ashown in
the figure below both libraries demonstrate a Yaigood
scalability trend.

dpotrf() 16kx16k b=384

Threads

PLASMA —— Linompss —s=—

As of now Linompss is under active development. &ve
planning to further extend its supported functio(@R
factorization, various sparse functions to namew) fand to
exploit the OMPSs programming model to a wider mixte
(priority, support for heterogeneous devices etc.).
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INTRODUCTION ARM big.LITTLE and up to 2.7x in a simulated 128reo

In the search of performance and energy efficiencfhip'

heterogeneous multi-core architectures are an dpgemption
for next-generation high-performance computing.

These architectures combine different types of gssing
cores designed at different
optimization points, thus exposing a performancesqrarade-
off.

Current and future parallel programming models rieebe
portable and efficient when moving to such systehwad
balancing and scheduling are two of the main chghs in
utilizing such heterogeneous platforms. The ustask-based
programming models with dynamic scheduling is a way
tackle these challenges. Some of these programmidgls
allow the specification of inter-task dependendlest enable
automatic scheduling and synchronization by thetima
system.

OmpSs is a powerful task-based programming modgd wi
dependency tracking and dynamic scheduling. In tddls we
will describe the OmpSs approach on scheduling roldget
tasks onto the asymmetric cores of a heterogensgatem.
The proposed dynamic scheduling policy uses inftiona
discoverable at runtime and reduces total execuiioe. It
first prioritizes the newly-created tasks at ruriatcording to
the shape of the task dependency graph; it theectdethe
longest path of the dynamic task dependency grapia,
finally it assigns critical tasks to fast cores amsh-critical
tasks to slow cores.

Previous works on scheduling for heterogeneoueBysby
using task priorities require the prior knowledgevarious
parameters of the workload; for example the taskcetion
time, which cannot be discoverable without proflior the
task dependency graph of the workload.

The experimental evaluation proves that our impletatgon
speeds up the execution of four scientific kernelthe ARM
big.LITTLE heterogeneous chip. Our proposal ouipens a
dynamic implementation of the state-of-the-art iHegeneous
Earliest Finish Time scheduler by up to 1.15x, #reldefault
breadth-first
OmpSs scheduler by up to 1.3x in the 8-core hetsregus

Previous criticality-aware schedulers for heteragers
systems are static and based on the knowledge obiimy
information. Our proposal performs dynamic schedylising

performance and powépformation discoverable at runtime, is implemefgabnd

works without the need of an oracle or profiling.

In our evaluation using four dependency-intensive
applications, our proposal outperforms a dynamic
implementation of Heterogeneous Earliest Finishelioy up
to 1.15x%, and the default breadth-first OmpSs saleedy up
to 1.3x in a real 8-core heterogeneous platformugntb 2.7x
in a simulated 128-core chip.

RELATED WORK

Several previous works propose scheduling heusigtiat
focus on the critical path in a task dependencply(@DG) to
reduce total execution time [1, 2, 3, 4]. To idBnthe tasks in
the critical path, most of these works use the ephwf
upward rankand downward rank The upward rank of a task
is the maximum sum of computation and communicatiost
of the tasks in the dependency chains from th&tttasn exit
node in the graph. The downward rank of a taskhis t
maximum sum of computation and communication cosh®
tasks in the dependency chain from an entry nodkeeirgraph
up to that task. Each task has an upward rank amchwaard
rank for each processor type in the heterogenegsters, as
the computation and communication costs differ s&ro
processor types.

The Heterogeneous Earliest Finish Time (HEFT) adlgor
[4] maintains a list of tasks sorted in decreasinder of their
upward rank. At each schedule step, HEFT assigagabk
with the highest upward rank to the processor finahes the
execution of the task at the earliest possible tikweother
work is the Longest Dynamic Critical Path (LDCPya@ithm
[1]. LDCP also statically schedules first the taskh the
highest upward rank on every schedule step. THerdifce
between LDCP and HEFT is that LDCP updates the
computation and communication costs on multiplecessors



(1]

(2]

(3]

(4]

of the scheduled task by the computation and conuation
cost in the processor to which it was assigned.

The Critical-Path-on-a-Processor (CPOP) algoritdirajso
maintains a list of tasks sorted in decreasingroaden HEFT,
but in this case it is ordered according to theitamdof their
upward rankanddownward rank The tasks with the highest
upward rank + downward rankelong to the critical path. On
each step, these tasks are statically assignduetprbcessor
that minimizes the critical-path execution time.

The main weaknesses of these works are that (a) the
assume prior knowledge of the computation and
communication costs of each individual task on gacitessor
type, (b) they operate statically on the whole dejeacy
graph, so they do not apply to dynamically schetlule
applications in which only a partial representatioh the
dependency graph is available at a given pointie,tand (c)
most of them use randomly-generated synthetic dipay
graphs that are not necessarily representative ke t
dependencies in real workloads.
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Abstract -Due to the complexity and crucial role of an Emeige
Department (ED) in the healthcare system, the @gbitb more
accurately represent, simulate and predict perfangeof ED will be
invaluable for decision makers to solve managemeoilems. One
way to realize this requirement is by modeling aimdutation. The
objective of this research is to grasp the nondinessociation
between macro-level features and micro-level bemawith the goal
of better understanding the bottleneck of ED penfance and
provide ability to quantify such performance onimed condition.
Agent-based modeling approach was used to modeheh&hcare
staff, patient and physical resources in ED. Indte&describe all the
potential causes of this complex issue. Rathethimthesis, a layer-
based application framework will be presented toa@isc knowledge
of a complex system through simulating micro-ldefiaviors of its
components to facilitate a systematic understandingpe aggregate
behavior.

|. INTRODUCTION

An emergency department (ED), also known as actiflen
emergency (A&E), emergency room (ER),
department, is a medical treatment facility spédiag in
acute care of patients who present without priguoagment,
either by their own means or by ambulance, some/ti€h
may be life-threatening and must be treated quickiich that,
ED must operate to provide 24/7 year-round serviiace
emergency department is the main entrance to gheaat
system that faces uncertainty every day. The eficy and
quality of service in ED have big influence on thdole
healthcare system. Making decisions under multstraimt to

agent based model. Due to the complexity of boéhréal
system and model, high performance computing tecias
are used to deal with the big number of simulagoanarios
and the massive data analysis (see publication [3])

Il. RESULTS SO FAR

A. A Generalized Agent-Based Model to Simulate ED

As a typical complex system, the functionality ofi a
emergency department is reflected by the interactb its
components. Therefore, the most important parthef ED
model is the behavior model of these components. (i.
patients, sanitary staff and test technicians)eBam this, we
created a generalized agent-based model of thegemzy
departments. It was designed based on the survdiffefent
EDs and with the participation of sanitary staffE®. More
specifically, the following sanitary staff was caered:
admission staff for registration service, triagerses for

or casualtylassifying patients according to their body coiodit doctors,

nurses and auxiliaries for helping patients moveuad the
ED for tests. All the sanitary staff is modeled jasior or
senior according to their expertise. As for the immment
model, there are two areas work independently iigih bcuity
patients (area A) with some careboxes (a room tatth and
essential equipment) and low acuity patients (dgavith
some chairs. Doctors and nurses are specified iftereht
zones but the two zones share all the test services
The proposed generalized model is a parametric mode

meet uncertainty is a big challenge for ED managergsame model, different parameter value configurgtiadhe

Simulation methods have long been used to modeiesies of
healthcare systems with a view to analyzing newtesys
designs, retrofitting to existing systems and psipg changes
to operating rules. The modeling and simulationvigle a

quantitive way to analyze the behavior and predtot

performance of an ED. There have been fruitful reffan

developing simulation models for
management problems. The emergency departmenyscal

complex system. To perform intensive study, a s#ali
computational model is compulsory. An approach tmeting
this kind of system is by using agent-based modetnd
simulation, which is a kind of bottom-up modelingpaoach
to investigate macro-level behavior
interactions among its components.

The final object of this study is to grasp the asaion
between individual interaction and aggregate beirawith
the goal of better understand a complex systermcludes
two main parts, a pure agent based model for fukrgency

behavior of the agents as well as state transfgmiodel is
configurable. Therefore, it is not dedicated wittecspecific
ED, which can be used to simulate different EDsulgh
calibration process. The details about the gersm@liagent-
based model can be found in our publication [2].

solving healthcare B. The Simulator for a Real ED

The flexibility and adaptability features of thisertgric
model provide a platform for emergency department
simulation to accommodate different scenarios witho
significant modification of the underlying modet. énables
the simulation researchers to focus their effort the

from macro-leveunderstanding of ED behavior rather than developag

theoretical model each time. Based on the generhlimodel
and real data provided by Hospital of Sabadell, we
implemented the agent-based model by using Netlogo
simulation environment and validated for simulatingeal ED
in Hospital of Sabadell. Several case studies baen carried

department and an application framework to discoveout for proving the potential uses of the simulatéior

knowledge from micro-level interaction data genedaty the

example, to meet the increasing patient arrivalraesvding



problem, a quantitative analysis of the influen€ambulance
response time (for departure) over the ED behavidre
features of this validated model as well as casdies can be
found in our publication [1].

C. Application Framework for Knowledge Discovery

We proposed a framework to discover knowledge tinou
simulating individual behavior of system componentsie
agent-based model was considered as the core hasnghta
source of the knowledge discovery system. The hehav
simulation model can generate interaction infororatunder
various configuration scenarios. Analyzing thisemaiction
enables knowledge discovery towards better undudstg the
complex systemic behavior thoroughly. This makgmasible
to explore association between micro-level behaviof
individuals and macro-level patterns that emergenfitheir
interactions, thus enabling users to better undedssystem'’s
behavior under various conditions without any iafiage on
the real system. Additionally, a layer-based aedttitre was
used to achieve
configurability. The application framework to Disar
knowledge from micro-level behavior is an in-defitle root
causes way to fully insight into the complex systénmnot
only able to do prediction, but also provide knadge on how
predictions are made. Several demonstrated casestwere
provided to show the potential use of the presefra@dework
as well as how small changes in procedure yieldonamt
changes in flow.

Ill. FUTURE WORK

ED is the main entrance to the healthcare sendoee
problems of the healthcare service system are dabgehe
performance of ED. However, the ED is not independall
the departments of healthcare system influence aaother.
Thus, our future work also includes creating thauwator of
other healthcare departments, for example the tabspards
to close the simulation loop of the whole healtecaervice
system.

In addition, in order to assess the impact of themmeters
and decision rules within the model, a sensitigitalysis was
performed to determine how model is sensitive tanges in
the parameters value. Sensitivity analyses aressacg to
explore the behavior of complex system models, msxdhe
structural complexity of the modeled process amdntodel is
coupled with a high degree of uncertainty in estingathe
values of many of the input parameters. Sensitigitalysis
for agent-based models provides understanding a&f
influence of the different input parameters andrthariations
on the model outcomes. Therefore, global sensitiattalysis
of the emergency department will be a scope of otyré
work.

Furthermore, look deep into the system in one sidfor
providing information, another challenge for suppay
critical decision is to find a balance or tradet#tween
different parameter configurations, for instancevise for
patients and efficiency for providers. Accordingly,
optimization based framework for

processes in the healthcare domain is another suofugure
work.
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Abstract

As thread level parallelism in applications hastoared to expand, so has research in chip mulg-@uocessors. Since more
and more applications become multi-threaded we axpe find a growing number of threads executing ammachine.
Consequently, the operating system will requiregasingly larger amounts of CPU time to scheduésehthreads efficiently.
Instead of perpetuating the trend of performing enoomplex thread scheduling in the operating sysi@enpropose a two
lightweight hardware thread scheduling mechanidhirst is a Hardware Round-Robin Scheduling (HRRS8Ijcg which is
influenced by Fairness Scheduling techniques tlyeretiucing thread serialization and improving patahread performance.
Second is a Thread Lock Section-aware Schedulib&$) policy which extends HRRS policy. TLSS polisynfluenced by the
Fairness-aware Scheduling and bottleneck identifinatechniques. It complements the HRRS schedweidentifying multi-
threaded application bottlenecks such as threachsgnization sections. We show that HRRS outpergoFairness scheduler by
17 percent while TLSS outperforms HRRS by 11 pdroeran ACMP consisted of one large (out-of-oraeme and three small
(in-order) cores.
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Abstract- Different mutagenic effects are generated by DNAdation that implies the formation of radical catistates (so-
called holes) on purine nucleobases inith&ack. The interaction of DNA with proteins mayfact DNA from the oxidative
damage owing to hole transfer (HT) from the staclatomatic amino acid residues. The HT dynamicgich systems are still
poorly understood. Here, we report a computatistiady of HT in DNA complexes with methyltransferasleal and its mutant
Q237W, which were experimentally investigated ie Barton group. We employ a combined approach basedholecular
dynamics simulations and quantum mechanical cdlonk to estimate the rate for all individual stepgolved in the HT
pathways; finally the overall HT kinetics are exgld using the Monte-Carlo method. Our results iagicthat the HT
characteristics are strongly affected by structdedgbrmations of DNA upon its binding to the pratelin the wild-type enzyme
complex, a GlIn residue inserted in the DiAtack is shown to destabilize the radical catitates of neighboring guanines and
thereby inhibits the long-range HT in line with exjpnental findings. In contrast, the HT is estindate be quite fast in a
complex of the Q237W mutant where Trp237 stabilizele states on the adjacent G bases and enhdmecekettronic coupling
of these sites. An alternative HT pathway that iegpthe formation of a Trp+ radical is predicted®less efficient. Our study
provides a consistent molecular picture on how {margge HT in DNA-protein complexes is controlled dayino acids closely
interacting with ther stack.




Macroscopic structures generated by microorgansasming in a
fluid

Francisco Alarcon and Ignacio Pagonabarraga
Departament de Fisica Fonamental, Universitat dedbana, C. Marti Franqués 1, 08028-Barcelona,rSpai
falarcon@ffn.ub.es, ipagonabarraga@ub.edu

Abstractit is known that active particles induce emergingt@as as
a result of their dynamic interactions, giving ride amazing
collective motions, such as swarming or clusteridgre we present
a systematic numerical study of self-propellingtjgdes; our main
goal is to characterize the collective behavior safspensions of
active particles as a result of the competition agtheir propulsion
activity and the intensity of an attractive pair tpotial. Active
particles are modeled using the squirmer model. Doe its
hydrodynamic nature, we are able to classify tharegger swimmer
activity in terms of the stress it generates (neférto as pullers or
pushers). We show that these active stresses aptaptral role in
the emergence of collective motion. We have fouhdt t
hydrodynamics drive the coherent swimming between raetim
while the swimmer direct interactions, modeled byearard-Jones
potential, contributes to the swimmers’ cohesionis Tdompetition
gives rise to two different regimes where giant dgnibiictuations
(GDF) emerge. These two regimes are differentiated the
suspension alignment; one regime has GDF in aligaeshensions
whereas the other regime has GDF of suspensionsanitisotropic
orientated state. All the simulated squirmer susjmrs shown in this
study were characterized by a thorough analysislaidal properties
of the squirmer suspensions as well as a complemermiaster
analysis.

|. INTRODUCTION

Active matter refers generically to systems compoeé
self-driven units, active particles, each capalileanverting
stored or ambient free energy into systematic mevenil].
Examples of active systems are found at all leisgdies and
could be classified in living and nonliving systemisch as
microorganisms, tissues and organisms, animal grosglf-
propelled colloids and artificial nanoswimmers. &peally,
at the micro and nano scale we find an enormougeranf
interesting systems both biological and artificiag.g.
spermatozoa that fuse with the ovum during fedtlan, the
bacteria that inhabit our guts, the protozoa in pands, the
algae in the ocean; these are but a few examples wide
biological spectrum [2]. In the artificial world weave self-
healing colloidal crystals and membranes as wellsel-
assembled microswimmers and robots [3]. Experimientisis
field are now developing at a very rapid pace [4f anew
theoretical ideas are needed to bring unity to fiblel and
identify “universal” behavior in these internallyriven
systems.

One important feature of active matter is thatrteé@ments
can develop emergent, coordinated behavior; colect
motion constitutes one of the most common and apatir
example [5]. Collective motion is ubiquitous and eatery
scale, from herds of large mammals to amoeba antétia
colonies, down to the cooperative behavior of malec
motors in the cell. The behavior of large fish sulkcand the

spectacular examples. From a physical perspecbllective
motion emerges from a spontaneous symmetry breakiaig
allows for long-range orientational order [6]. Thdferent
mechanisms responsible for such symmetry breakiegstll
not completely understood. We have performed aenyatic
numerical study of interactive micro-swimmer suspens
building on the squirmer model, introduced by Lhjht[7].
Since the squirmer identifies systematically thdrbg@ynamic
origin of self-propulsion and stress generatiopribvides a
natural scheme to scrutinize the impact that thiéerdint
features associated to self-propulsion in a liquitdium have
in the collective dynamics of squirmer suspensidnsthis
abstract we describe the simulation scheme andsigowmers
are modeled, then some of the main results areigsisd and
finally we conclude emphasizing the main implicasoof the
results obtained.

. SIMULATION SCHEME

The squirmer model was proposed to model describe

microorganisms that swim due to the synchronizetianoof
the cilia through metachronal waves. The minimalirsger
can be characterized only by two parameBrandB,. B; is
related to the polarity associated with squirmeppision and
B, quantifies the active stresses that the metachmwases
induce in the fluid. To study the influence of aitti we have
taken the active stress relative to the polaritlardified bygs
= B, /B;. In this way, swimmers can classified as pullé3;i
> 0 or as pushers B, > 0, which is related to how squirmer
induces stress in the fluid. This classification plas
generically to active microorganisms. In fact, mdracteria

behave as pushers while certain motile algae sugh a

Chlamydomonas behave as pullers [8]. Squirmersigeos

useful model that identifies the basic hydrodynastiesses
associated to active swimming. In this respect,revipus

study has shown the impact that active stresses hmathe
collective behavior of semi-dilute squirmer suspems [9].

This study has shown that pushers decorrelate vghilkers

develop large aggregates for a finite range oftjesp, when

self-propulsion and stress generation competes wihh
other.

Fig. 1. Snapshots of simulations wfilx 0.6 at steady state of the simulations
for several values of interaction strengths. Theegrspheres correspond to the
squirmers positions while red arrow is the squirrfized orientation vector.

In (a),& = 0.6, the attractive potential dominates andiglag crystallize

without any significant alignment. In (k)= 1.8, a coexistence phase between
small solid clusters, isotropically aligned, andiuidually swimming particles
coexist. In (c)§ = 4.2, the transition between isotropic and aligsguirmer

dance of starling flocks at dusk are among the mostructures appear.in (= o, we recover the pure hydrodynamic swarming

with a clear non-zero polar order.



while systems in thermal equilibrium have an exporod 1/2.
We find that the alignment depends completely oe th
squirmer hydrodynamic signature, and observe nooelar
order for pullers with3 < 3. The attractive potential plays a
key role in the polar order only when its strength
comparable to squirmer activity. For larger valoég, GDF
correlate with clusters that display global ori¢ictzal
ordering. However, for smaller values &f around1.8 we
have found another GDF area related to a competitatween
the crystal formed whed = 0.6 and the isotropic fluid
observed af > 1.8.

V. CONCLUSIONS ANDREMARKS

We have analyzed the emerging behavior of squirmer
suspensions. We cover all the cases at this dergityne, and
are able to know when collective motion emergeseddmg
on the interaction and the hydrodynamic squirmgnaure. It
is important to remark that we find special denflitgtuations
at ¢ = 1.8 where polar order is not present, which means that
the origin of this GDF are totally different fronmet GDF

We carry out this numerical study using the Latticgfound it for high values of. GDF can be related to a

Boltzmann method (LBM), a well-known kinetic modkiat
captures the hydrodynamic interactions among swigzen
particles [10]. LBM has a high degree of parallaian, hence
it is ideal for parallel machines (computationalstérs) [11].
We simulate our squirmers as spherical solid pagi@and
modify locally the boundary condition at their ;agés to
impose the active propulsion and stress.

We have carried out a thorough numerical studyewhis
dilute squirmer suspensions where additionallyhe &ctive
stress that characterize them, we introduce anrojsiot
Lennard-Jones (LJ) potential between the partidfégs. can
then analyze the competition between the intripsapulsion
and active stresses and the cohesive tendency eofLih
interactions to form dense packings. This competitvill be
qguantified by the interaction strength parameter Fy/F;,

coexistence phase between solid and liquid, sineehave a
solid in¢ = 0.6 and a liquid in¢ = 3.0. Although LBM has
high degree of parallelization and since it is sajvthe
velocity of the solvent explicitly, it requires ad lot of
processors to run all the simulations shown abdve.have
found that the macroscopic polar order parameteaabive
suspensions decays inversely with the simulatior bod
reach a plateau at large enough simulation boxeacé| we
have shown and quantified the intrinsic polar order
squirmer suspensions without any significant finde&ze
effects.
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Abstract-Knowing the precise 3D-structure of a protein isaalito

understand its functional mechanism at the moleclgael and to
develop new pharmacological agents to targetingNawadays only
a few hundred integral membrane protein structur@veh been
solved at high resolution due to the associatetirtmal difficulties.

In the present study we aim to characterize the rirdéractions in
alpha and beta membrane proteins that are resptmsdd the
maintenance of the overall structure. With this gmse, two non-
redundant databases of alpha and beta transmembssmgenents
were constructed and analysed. The interactions dtalilize the
structure of alpha and beta membrane proteins weantified. The
results reveal important differences in inter-resd interactions
between alpha and beta membrane proteins. This reiuattural

information may be useful in predicting 3D modefs pooteins
lacking structural information or in refining inal models of alpha
and beta membrane proteins.

I INTRODUCTION

interactions can be a valuable tool to refine ahitholecular
models.

. RESULTSAND DISCUSSION

A. Residue interactions in alpha and beta membrane
proteins

The interactions involving hydrophobic amino acidpresent
the majority of the residue-residue contacts ithalmembrane
proteins: L-F, I-F, L-V, L-L, followed by F-I, I-VF-V, A-L,
T-L and F-A (Figure 1-A). Interactions involving lpo (S and
T) and hydrophobic amino acids also show a highueacy.
The frequency of contacts between polar and/or gethr
amino acids is very low. These
hydrophobic interactions are the most importanttacts that
stabilize alpha helical membrane proteins.

Membrane proteins (MPs) are located in the celln beta membrane proteins, the interactions arasbamong

membrane, mediating the interaction between theacel its
surrounding. They include receptors, ion
transporters, and enzymes and are involved in pialtellular
processes. Membrane proteins constitute 20%—30Rtman
genes! and represent the targets of over half of knowmysr
targets .

With the explosive growing of sequence

a wider type of residue interactions (Figurel-B)eTnost

channelsprevalent interaction is L-L, followed by L-V, F4nd Y-L

and then L-A, L-l, and F-Y. Contacts between R Bpd and
Y are also found with a high frequency. Polar ananils
interact with hydrophobic ones, like in alpha meam&

information that results of massive parallel segeen Proteins, butthey also interact with charged amidpamino

technology, the gap between sequences and protBin
structures is still widening. Since experimentatusture
determination of MPs is such a major endeavor, ctatipnal
approaches that predict 3D structures of membraoteips
are a valuable tool to complement existing expenialedata.
The fact that hydrophilic environment conditions structure
and features of membrane proteins, implies thagmexposed
regions of membrane proteins will differ from thembrane-
embedded ones. Thus, to study specific structeatiufes of
the transmembrane (TM) proteins, it is necessary
distinguish the membrane embedded from the watposed
regions. Several algorithms have been developeideiatify
the transmembrane spanning regions of membraneipsSt
1 Inter-residue interactions have been one of tam focuses
to understand the mechanisms of protein folding stadility.
Consequently, many methods have been describexptore
the amino acid content of a protein and their inésidue
interactions for a variety of goafs'”. These studies mainly
rely on globular proteins, as these proteins arrrepresented
in the Protein Data Bank®. The aim of this study is to
characterize the inter-residue interactions in nramé
proteins that are responsible for maintaining tkerall fold.
The difference in the nature of interactions fghal and beta
membrane proteins provide clues to the
characteristics of these two types of membraneepretand its
role in stabilization of structures. The quantifioa of these

Acids with a higher frequency. Contacts betweengeth
residues are also frequently present. On the didued, R and
Y do not show marked preferences for specific anaicids.

Figure 1. Inter-residue interactions matrix. A)telpnembrane proteins and
B) beta membrane proteins
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[l. CONCLUSIONS

- Alpha membrane proteins concentrate residue ctsia one

differentype of interactions, while in beta membrane pmtei

substantial inter-residue contacts are distributedh wider
type of interactions.

results confirm that



- Hydrophobic interactions appear to be the mostaent
interaction in alpha and beta membrane proteirthoagh
some differences in the prevalence of these intierec are
observed. Polar or charged inter-residues intenasthave an
important role in beta membrane proteins.

- The analysis of inter-residue contacts can balaable tool
for the prediction of structural models for transntbeane
alpha and beta proteins.
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Abstract- Reconstructing the volume and tephra dispersal from Here, we apply a novel computational approach to

volcanic super-eruptions is necessary to assess wliespread
impact of these massive events on climate, ecosysiad humans.
Recent studies have demonstrated that volcanictrastsport and

dispersion models are unrivaled in accurately coaistng the

volume of material ejected and provide further ghsi about the
eruption dynamics during these gigantic events. Hewe the

conventional simplified characterization of calddoaming super-
eruptions as a single-phase event can lead to inate estimations
of the eruption dynamics and its impacts. Here, wplyaa novel

computational inversion method to reconstruct, tfee first time, the
two phases of the largest eruption of the last 2@GnkEurope, the
Campanian Ignimbrite (ClI) super-eruption. Additioyalive discuss
the eruption’s contribution to the Middle to Uppé&alaeolithic

transition by evaluating its environmental and abmimplications.

|. INTRODUCTION

Volcanic super-eruptions, typically associated va#iidera-
forming events, are often multiphase. The typicednsr )
begins with a Plinian column (Fig. 1a) which desiaés to
produce collapsing fountains that shed pyroclasiovg,
spreading laterally along the grodneventually leading
secondary, co-ignimbritic plumes (Fig. 1b). Soucoaditions
for co-ignimbrite plumes vary considerably from s$ko@j
Plinian plumes, with much larger source radii amadr initial
velocities. In eruptions where both phases haveuroed,
tephra deposits are typically bimodal. Such deposite
commonly separated into constituent phases basethain
grain size characteristics, with the coarse modtiébated to
the Plinian phase, and the fine mode attributedht co-

reconstruct, for the first time, the two phasestta largest
eruption of the last 200 ky in Europe, the Campania
Ignimbrite (CI) super-eruptidn It has been debated if the CI
eruption, dated approximately 39.000 calendar yagos was
related to the disappearance of the remaining Nerémals in
Europe and, its interference with the territorigp&nsion of
anatomically modern humans in the more southeris pafr
western Eurasfa The event coincided with the onset of an
extremely cold climatic phase (Heinrich Event 4)d athe
attendant episode of the Freno-Scandinavian ice aagh
peripheral tundra on land. To conclude this work, avaluate
the environmental and climate-forcing implicaticassociated
to the eruption to provide new insights of the d¢ups
contribution to the Middle to Upper Palaeolithiartsition.

The aims of this conference paper are:
To quantify the volume and tephra dispersal acisope
and Mediterranean area during each phase of th#.eve
To describe the density-current effects in the wtdrcloud
To discuss the eruption’s contribution to the Madb Upper
Palaeolithic transition
To provide an outreach
information on this work
(http://www.bsc.es/viz/icampanian_ignimbrite)

interactive website for more

1. METHODOLOGY

To reconstruct the tephra dispersal and the ESReo€l

ignimbrite phas% In order to correctly evaluate the magnitudeeruption, we used the FALL3D tephra dispersal model

of each eruptive phase, it is critical to constrthiair eruption
dynamics and quantify their Eruption Source Paramet
(ESPs) independently.

;K;"

PO . S

Figure 1. . lllustration of a typical multi-phasgpereruption with an initie
(a) Sustained Plinian phase; followed by a (b) €aletollapse and large
pyroclastic density currents eventually leadingeoondary, cagnimbritic
plumes offset from the vent. Nodes with grey oetliapresent the model
domain used for the CI model simulations. Our satiahs used a grid
spacing 0.2 degrees latitude and longitude (~4kng,1 km cell height.
Red nodes illustrate the effect of the density-enirand theorrespondint
transport regimes in the umbrella cloud based erb#st-fit model
parameters (blue text) associated to the Cl event.

conjunction with a downhill simplex inversion methDSM)
to infer values of ESPs such as erupted mass, fioassate,
plume height and total grain-size-distribution (THS We
compare the tephra dispersal and volume resultsn fro
reconstructing the CI eruption as a two-phase e{idethod
1), with those form the classical single-phase apgif
(Method 2). Optimal inversion values for the ESPerev
obtained by best-fitting two independent datasetstaining
tephra deposits separated into constituent phdsesccount
for the gravitational cloud spreading associatedtite CI
eruption, we couple FALL3D with a model that accisufor
the density-driven transport in the umbrella cloud

Il. RESULTS
A. Method 1: two-phase approach
Results for the best-fit model parameters for Mdthib
suggest that the eruption began with a short, hitdnsity
ultra-Plinian explosive phase that yielded a columeight of



44 km and a mass eruption rate (MER) of 3.75%Js. The
Plinian phase lasted for 4 h, depositing a tots4kn? (~22
km® DRE) of fallout material. After that time, the cahn
would have collapsed to form radially spreadingoglastic
density currents, thereby superseding the Plingdunnen phase
and leading to a co-ignimbrite phase. The co-igmitab

m/s and producing an umbrella cloud radius of ~Xkof
Model results show the effect of the density-driveansport
to be significant in proximal areas, where tephepasition is
1.5-2 times higher NE from the source and up to &®#er in
the east Mediterranean region due to the wind timecThese
values are lower than expected for an eruption uthsa

column would have reached 37 km in height, fed loy amagnitude. This is due to the strong stratosphevrind
average MER of 2.25xf0kg/s over 19 h, depositing ~154 velocity of ~90 m/s found at the transport heighbwe the

km?® (~62 kn? DRE) of fallout material. Assuming that ~35-

40% of the erupted material was elutriated from PB@ total
MER would have reached up to ~5-6Xk@/s.

B. Method 2: single-phase approach
Best-fit simulation results from Method 2suggestotumn
height of 38 km, a mean MER of 2.55%1/s and duration

vent.

V. CONCLUSIONS

We bring to light valuable new results and methdus
reconstructing the 39 ky CI super-eruption, accogntor
both Plinian and co-ignimbrite phases. Simulati@suits
show tephra fallout predominantly originated frotre tco-

of 23 hours.The amount of material deposited as tephragnimbrite clouds. Density-current processes wddde been

fallout totaled ~211 ki{(~84 kn? DRE).

C. Method 1 vs. Method 2
Method 1 is more accurate than the classical sipgkese

approach used in Method 2 (correlation coefficiEh®6 vs.
0.74) and in previous studfesBoth methods confirm the
dominant role of the co-ignimbrite phase in thealtdbulk
volume of the eruption. The amount of material cifed as
fallout amongst experiments differed in less th&?d, a very
consistent result. Method 1 simulated the dispep$daéphra
(0.5 cm thick or larger) to be 15% smaller than et 2, and
20% smaller than previous studies

a) Plinian

b) Co-ignimbrite

c) Combined
(Plinian + Co-ignimbrite)

d) Single phase

10 20 =50'em

Figure 2. Model isopach maps showing the bestAitlEBD tephra dispersal
deposit (cm) for each phase of the Cl super-eraptitephra dispersal is
shown for (a) the 44km high ultra-plinian plume @meilating a total of 54
km® of fallout material; (b) the 38 km co-ignimbriteume accounting for
74% of the total fallout material; (c) the combirfithian and co-ignimbrite
phases accumulating a total of 208%lahfallout material over ~3 million
km? (d) the classical single-phase approach for aptin duration of 23h.

D. Density-current effects
We find the density-driven transport to be dominfmntthe
first hour with an effective spreading radial vetpof ~130

2nd BSC International Doctoral Symposium

significant in proximal areas. However, tephra sg@ort would
have been primarily dominated by wind advectionsttikely
as a result of intense stratospheric winds cormdipg to
best-fit synoptic conditions. Ecosystem recoveryulgdohave
required tens to thousands of years depending @n
thickness, nature and distance from source of #phra
deposits.

th

We suggest that the eruption would have cause a

demographic crash among modern human populationstdb
by the impact of the synchronous Heinrich Eventnd ¢he
attendant episode of glacial advance on land. Strelsh
would have favoured the persistence of the Neahalsrin the
Iberian Peninsula and not their disappearance esgiqusly
thought.
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AbstractThis work develops strategies for adapting a paetid-cell
code to heterogeneous computer architectures angaiticular, to
an ARM-based prototype of the Mont-Blanc projedh@sOmpSs °
programming model and the OpenMP and OpenCL languiage *

|. INTRODUCTION

The scientific grand challenges, such as fusiorctoes,
have been the driving force for the evolution ofghi
Performance Computing (HPC).

During the last two decades, the supercomputerse hav

grown rapidly in performance to provide scientistse
required computing power, at the cost of a simjeowth in
power consumption.

However, nowadays the computer's performance igeldm

by the power consumption and power density, so new

developed platforms to construct a future sustaénalaflop
supercomputer will have to be based on the poweiaicy.

The Mont-Blanc project appeared with the aim toigtes
computer architectures capable of delivering ansexia
performance using 15 to 30 time less energy thasgmt
architectures [1].

Particle-in-cell (PIC) is one of the most used mdthin
plasma physics simulations [2]. The quality of tesachieved
by this method relies on tracking a very large nambf
particles. Therefore, PIC codes (such as EUTERP&Eaod
candidates to be adapted to new HPC platforms dineg
require intensive computation.

Il. PARTICLE-IN-CELL CODE

A. Particle-in-cell Methods

pull: the particle properties are interpolated to nedging
points in the computational mesh.

solve the moment equations are solved on the mesh.

push: the momentum of each particle is calculated by
interpolation on the mesh. The particle propertas
updated.

PUSH
Update forces on particle positions
Update position and velocity

@ A

PULL
Compute local charge densities

v

FIELD SOLVE
Solve Poisson Equation

Fig. 1. The steps of a PIC algorithm.

B. EUTERPE Code

EUTERPE is a gyrokinetic PIC code for global lineed
non-linear simulations of fusion plasma instakgktiin three-
dimensional geometries, in particular in tokamaksd a
stellarators [4, 5].

It has been written to target traditional HPC a@wustusing
MPI and a domain cloning technique to increasenthaber of
processors without boosting the interprocessor
communications to prohibitive levels [6].

I1l. COMPUTERPROTOTYPE

Mont-Blanc is a European exascale computing approac
develop a full energy-efficient HPC prototype. Tipmject is
coordinated by Barcelona Supercomputing Center |B8Ce

PIC methods are used to model physical systems avho®ctober 2011.

behavior varies over different ranges of spatia@les The
individual particles are tracked in a continuousgs space,
whereas densities and the current are computeduo@mtly

on stationary mesh points.

A PIC algorithm can be summarized in three stepg.1F
repeated at each time step [3]:

The aim is reducing energy consumption using lowgro
commercially available processors that were desigfer
mobile and embedded systems. In this way, we extheir
cheapness due to the large volume of these platfarmd their
high accessibility in the commodity market.

The prototype used in this work is based on a syste-
chip (SoC) Samsung Exynos 5 which contains an ARM
Cortex-Al5 dual core and an ARM Mali T604 GPU [7].



This embedded SoC with integrated GPU accelerattina
first that could be used for HPC, since it suppd@tsbit
floating point arithmetic and provides support foarallel
programming languages (such as OpenCL 1.1).

IV. ACHIEVEMENTS

We have developed three versions of the EUTERPE cod

for this prototype: [1]
A. Hybrid version (2]
EUTERPE was only parallelized at task level usinBIM
For that reason, we developed a hybrid versionhefdode
introducing OpenMP to take advantage of all theeclewof
parallelism that a multi-core architecture can 0f&. [4]

B. OpenCL + Hybrid version (5]

In order to obtain the best possible results onptia¢otype,
all the available resources were used by the agijpit. thes)
dual core CPU (using previous hybrid version) amgl GPU

(using a new OpenCL version). [g

V. CONCLUSIONS

This work confirmed that is possible to port thind of
plasma physics codes to an ARM-based platform amatan
say that OmpSs simplifies the porting of codeshis new
platform.
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different particles could contribute to the chadgmsity on the
same mesh point. To avoid these memory conflicts)jesh
copy was created per work-group, so the lock cditierwas
far minor.

C. OmpSs version

Letters 21, 2, 173-193, 2011.

When we port a code to a new platform not only is

important the possibility to reach the maximum parfance
of the platform, but also the ease of programminghe main
drawback of OpenCL is its low programmability besawf it
is a low-level programming language.

To address this shortcoming, we tested OmpSskeabtesed
programming model developed by Barcelona Superctingpu
Center (BSC) [9]. It provides an abstraction toulser thereby
reducing programmer effort and unifies the SMP
heterogeneous and cluster programming in one model.

Although OmpSs version is a bit slower than the ridyb
version, it is a simpler version and its produdtivhas
improved considerably (see Table I).

TABLE |
COMPARISONBETWEEN THEDIFFERENTVERSIONS
Performance - Programmability /
Best time (s) Productivity

Routine | Hybrid version + | OmpSs | OpenCL API OmpSs
OpenCL version calls directives

Push 6.02 6.92 161 12

Pull 10.31 10.83 167 18
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Abstract-Despite supercomputers deliver huge computatiooalgp,

applications only reach a fraction of it. There aseveral factors
limiting the application performance, and one oé tmost important
is the single processor efficiency because it altely dictates the
overall achieved performance. We present the fgldirechanism, a
process that combines measurements captured througtimal

instrumentation and coarse-grain sampling ensuritmyv time

dilation (less than 5%). The mechanism reports ainstneous
performance and source-code references for optinib&aries

accurately by taking advantage of the repetitivened many
applications, especially in HPC. The mechanism esmbthe

exploration of the application performance and gusidhe analyst to
source-code modifications.

l. MOTIVATION

Nowadays, supercomputers deliver an enormous anafunt
computational power; however,
applications only reach a fraction of it. There a®veral
factors that limit the achieved application perfarroe. One of
the most important factors is the single procegsoformance
(i.e. how fast a processor executes a work unit) bec#use
ultimately dictates the overall achieved perforneanc
Performance analysis tools are pieces of softwhat help
locating performance inefficiencies and identifyirtheir
nature within applications to ultimately improve eth
application performance. These tools rely on twtlection
techniques to invoke their performance
instrumentation and sampling. Instrumentation sfer the
ability to inject performance monitors into coneret
application locations whereas sampling deals withoking
the installed monitors periodically. Each techniguas its
advantages. @ The  measurements obtained throu
instrumentation are directly associated with the@ligption
structure while sampling allows a simple way toedetine the

volume of the measurements captured. In any cdse, t

granularity of the measurements provides valuabkight
cannot be easily determinadpriori. Should analysts study the
performance of an application for the first timagy may
consider using a performance tool and instrumergryev
routine or use high-frequency sampling rates ineprtb
provide the most detailed results. More often thah these

approaches lead to large overheads that impact hen t

application performance and thus alter the measemésn
gathered and, therefore, mislead the analyst.

The folding mechanism overcomes the overhead biyndak
advantage of the repetitiveness of many applicatiorhis
mechanism smartly combines instrumented and inestpen
coarse-grain sampled information that dilates tpplieation

FOLDING

The folding depicts

runtime less than 5% on optimized binaries. Thelte®f the

mechanisms include rich reports that show the mateous
performance evolution and source-code progressighiny
instrumented regions of code accurately. To thid, ehe

captured metrics should contain information regsagdi
performance metrics associated to the processon ssc
number of instructions executed, number of L1 catieses,
and stalled cycles, as well as, call-stack inforomatto

correlate with the application structure.

The folding projects the collected samples intoyatlsetic
instance preserving their time since the starheirtrespective
instance; thus, a sample fired at time Ts withinnstance that
starts at Ti gets mapped into the representatigmmeat time

it is well-known thatgs, wheress = Ts - Ti. Figure 2 provides a visual description

of the process in order to help understand it. idpeof the
Figure depicts a time-line of an application witlregetitive
region (e.g. a routine, a loop body, ...) that hasnbexecuted
three times during the whole execution whereashibittom
part schematizes how the folding works.
instruments the application to determine when eaxciine
invocation begins (shown as Ix, where x={1,2,3})daends
(shown as I'x, where x={1,2,3}). The analyst alsoables a

monitorsperiodic sampling mechanism that freely runs notenahe

application activity (in the example, providimyeasurements
every seven units of time). As a consequence afgusie

folding mechanism, the synthetic instance containgre
samples than any other instance, and therefoiec#pable of

epicting the progression within the instance nameurately.
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Figure 2: lllustration of the folding process.
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A. Detailed performance counter evolution
instantaneous progression o0& th
performance counters using a fitting mechanism ba t
performance metrics associated to the folded sampiée
have evaluated two fitting algorithms used in d#éfet areas to
report continuous metrics: a Gaussian interpolgti@tess
named Kriging [1], and piece-wise linear regressionNo
matter the approach taken, the folding resultsuuhel the

The analyst



progression of the performance counter rates. Fathrthese
counter rates, the MIPS rate indicates whethegi@meof code
runs at good pace but it does not unveil the resadon
performance bottlenecks, if any. Our work has askbé this
topic by taking advantage of performance analytivaldels
based on performance counters and applying therthéo

folding results. For instanceigure 3 shows the progression of

the MIPS rate (in black, on the right Y-axis) anthey

performance counter ratios per instruction (in ott@ors, on
the left Y-axis) in the most time-consuming regafnlCGPOP
[2]. The plot exposes two phases within this regibime first

phase runs approx. at 500 MIPS and seems to b&dirby

the amount of cache misses per instruction (apB®y). The

second phase starts running at 2000 MIPS afteedsitig the
cache miss ratio from the first phase. The subsgqiecrease
of L3 cache misses turns into an increase to thteuiction rate
up to 3500 MIPS.

Ratios
MIPS

0.00
0.00

4.78 9.57 14.35

Time (ms)

L1 miss == L2 miss L3 miss Br Msp = MIPS =

Figure 3: Folding results for the most time-consugriegion in the
CGPOP application

B. Detailed correlation with source-code

The correlation of performance inefficiencies artkirt
associated source code is a cornerstone to undenatay the
efficiency of an application falls behind the cortgris peak
performance and to enable optimizations on the icgtn
code, ultimately. We have explored the opportanitdf the
folding mechanism when treating source code retmen
captured in the samples to allow the analyst easiljerstand
the application’s bottlenecks. Despite source caderences
do not benefit from fitting models as the perforiwan
counters, our work has also explored two approadbes
establish an approximate correlation between pedoce and
source code. One of these approaches takes befietfite
phases delimited by the piece-wise linear regrassiwhen
fitting the performance counters, and associatesceocode
references to each phase. The other approach easrspired
by MultiSequence Alignment techniques [3,4] anddéin
similarities in consecutive sampled call-stacksutoreil the
active routine.

Figure 4 exemplifies the results in which the performance
results are collocated with their source-code wagploring
one of the most time-consuming regions in Arts_6F This
region exposes two phases in terms of the instmictite and
each of these phases is correlated with a particalgion of
code (shown in a different background color). sltworth to
notice that the first phase (shown in red), reveahbt the
routine scalar_weno5_coeff (line 667) runs appratx2600
MIPS, which is far below the processor’'s pgaformance.
Despite we did not have access to the applicatoince-code,
we asked the developer for the surrounding lined after
exploring them we were able to suggest optimizatitimat
improved the performance of the region by 17.4%pplying
well-known optimization techniques to tiny regiafscode.

(667)

fd_k_scalar_step >
ar_ wenoS_residual >
fealar_wenoS_coeff

Code line

bottom
9000

8000

7000

6000

5000

MIPS

4000

Ratio per instruction

3000

2000

-1 1000

0.00 . . 0
0.00 12.59 25.18 37.78 50.37 62.96
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L1D miss == 12D miss LLC miss FP == Br miss = MIPS =

Figure 4: Results of the Arts_CF application shaptime source-code
collocated with the performance results.

CONCLUSIONS

We have presented a mechanism that reports
instantaneous progression of the performance msetitd
source code references accurately for already ogson
binaries. The mechanism is capable of
performance progression of very small delimitediarg of
code by using coarse-grain sampling, ensuring latnugion
during the application execution. Despite not wgver
application may benefit from manually changing gwrce-
code, the mechanism has proven valuable to guelanhlyst
to small code changes based on well-known optinoizat
techniques to further increase the performance.
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AbstractCritical Real-Time Embedded Systems (CRTES) featurg a well-known statistical method to approximdte tail of

performance-demanding functionality. High-perforroanhardware
and complex software can provide such functionality, the use of
aggressive technology challenges time-predictabiliOur work
focuses on the investigation and development of hdldware
mechanisms to control inter-task interferences hared time-
randomized caches and (2) manycore network-on-afggsigns
meeting the requirements of Probabilistic Timingkais (PTA).

|. INTRODUCTION

Industry developing CRTES, such as Aerospace, S$pace
Automotive, and Railways, face relentless demands f

increased processor performance to support advaneed
functionalities. Multiple indicators suggest thhése demands
will continue to grow across almost all sectorshed CRTES
industry. Multicores are well accepted as one @& thain
design paradigms to increase performance. Howeverent
generation CRTES, based on relatively simple single
processors, are already extremely difficult to gealin terms
of their temporal behaviour. The advent of multecnd
manycore platforms exacerbates this problem, rémgler
traditional temporal analysis techniques unablesdale and
ineffectual, with potentially dire consequences tlog quality
and reliability of future products. In this contertlticores for
CRTES must balance the achievement of trustwontiaylaw
Worst-Case Execution Time (WCET) estimates,
performance and low design complexity while meetthg
needs of mixed-criticality workloads.

Il. BACKGROUND

A. PTA

Timing analysis techniques for time-deterministardware
[1] deliver a single WCET estimate. However, thegimism
of the WCET estimate grows if not enough informatabout
hardware internal behaviour is available or hardwas
complex and not amenable to WCET analysis.

Conversely, PTA [2,3,4,5] provides a distributidiVéCET
estimates so that the particular value at a giwereedance

probability - a so called Probabilistic WCET (pWOET

estimate - can be theoretically exceeded with aadsiity
upper-bounded by the exceedance threshold choséch wan

be arbitrarily low (e.g., I¢ per hour), thus largely below the

probability of hardware failures. In this work wecfis on the
Measurement Based version of PTA (MBPTA) as itlaser
to industrial practice.

high

distributions, and so to derive the pWCET distridwit Thus,

the execution time value at the desired exceedtdmweshold
can be used as the pWCET estimate for the prognaseru
analysis. Figure 1 shows a hypothetical resulippiying EVT

to a collection of 1,000 observed execution times.

1,0E+00

1,0E-02
EVT projection
1,0E-04
1,0E-06 actual measurements
1,0E-08
1,0E-10
1,0E-12

target probability
1,0E-14

Exceedance Probability

1,0E-16
1,0E-18
1,0E-20

pWCET

Fig. 1. Example of the 1-CDF and tail projection.

[1l. PROBABILISTICALLY UPPED-BOUNDING INTER-TASK
INTERFERENCE FEATURES

Shared caches in multicores challenge WCET estimati
due to inter-task interferences. Hardware and so#vwache
partitioning [7,8,9,10] address this issue althoutiey
complicate data sharing among tasks and the Opgrati
System task scheduling and migration.
technique [11] that overcomes the Iimitations ofctea
partitioning by enabling the estimation of trusttinyrand tight
WCET estimates for systems equipped with fully-edainon-
partitioned) time-randomised last level caches (&).CThe
main principle behind our proposal is that, whitea time-
deterministic LLC interferences depend on when €jirand
where (the particular cache in which) misses qcautime-
randomised LLC removes any dependence on the plartic
addresses accessed and its assigned cache sandkas that
the LLC interferences that a task suffers only depen how
often (frequency) its co-runner tasks miss in caehéhus
evicting data — and not the particular addreseggimg the
miss. Based on this analysis we propose a simpléwaae
mechanism that limits the miss frequency of taskaach core

MBPTA uses Extreme Value Theory (EVT)[6] on theat analysis and deployment time in a manner thatbaisilistic

execution time measurements obtained at analyss. tEVT

upper-bounds can be obtained for the effect ir_Lth@ of one

We propose a



task on the other co-running tasks. Our approachoves [9] B. Ward,dJ. Hcta)lrman, C.IKenna,I arf1d J. Andermejgrg shared caches
T . . . more predictable on multicore platforms. In ECRZG]3.
C.aChe partitioning constraints while making WCETirsates [10] M. Paolieri et al. Hardware support for WCETadysis of hard real-time
tighter. multicore systems. In ISCA, 2009.
[11] M. Slijepcevic et al. Time-analysable non-gamhed shared caches for
. NoC real-time multicore systems. In DAC, 2014.

{12] J. Jalle et al. Bus designs for time-probabidi multicore processors. In
Among manycore shared resources the network-on-chip ™ paTE, 2014.

(NoC) has prominent impact on programs' executiime and
WCET estimates, as it connects cores to memoryoand/
shared cache levels. Among existing NoC designy, lmmses
have been proven MBPTA-compliant [12] for different
arbitration policies. However, bus scalability isiited since
bus latency increases rapidly with the number aksoWe
propose a new tree-based NoC design that is cobfpatith
MBPTA requirements and that delivers scalabilityvaods
medium/large core counts.

V. CONCLUSIONS

Guaranteed performance needs of CRTES require using
high-performance hardware designs but those jecgmtone
predictability needed by conventional timing anakys
MBPTA has emerged recently as a powerful methadktive
WCET estimates for critical tasks in safety-relasgdtems on
the top of complex hardware. We present new teck@sico
obtain time-composable WCET estimates on the toghafed
non-partitioned LLCs, thus removing partitioningnstraints,
and MBPTA-compliant tree NoCs that outperform buses
multicores with 8/16 cores.
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Abstract- In this work, we propose a new technique to improee th
performance of hardware data prefetching. This téghe is based
on detecting periods of time and regions of codera/tthe prefetcher
is not working properly, thus not providing any sp&e or even
producing slowdown. Once these periods of time agibns of code
are detected, the prefetcher may be switched off latet on,
switched on. To efficiently implement such mechansenidentify
three orthogonal issues that must be addressedyridweularity of the
code region, when the prefetcher is switched on, ahén the
prefetcher is switched off.

l. INTRODUCTION

An imbalance in technological improvements in reécen
years has led to an increasing gap between pracessb
memory speeds. One way to address this problern issé¢
latency hiding techniques such as prefetching. Thi
mechanism tries to predict which data the processir
require in the near future and bring it to the meticache level
before it is needed by the application. Prefetchimg key
technique employed by almost all current commerhigh-
performance processors in at least one but typicdlllevels
of their memory hierarchy [1].

2.
However, the prefetcher works as a double-edgedrdswo

because, if the prefetcher does not work properhd too
many of the prefetching requests are usélebe mechanism

u, carlos.molina@urv.net

. PROPOSAL

Although the prefetcher may contribute to globatesgup,
there may be periods of time and regions of codinguhe
execution where the prefetcher may introduce slawddur
proposal aims to improve the global performance tlof
prefetcher by switching it off when it does not waroperly,
and switch it on again when it would provide actual
performance improvements. Therefore, out targés ieduce
the congestion of the system, the pollution that ghefetcher
may produce in the cache module, and to carry obketser
power management.

In order to achieve these objectives, there arerakissues
that must be properly addressed in order to obtam
maximum benefit from this technique.

§. Code region granularity. There are several types of code
region to be considered: single instructions, badics,
superblocks, inner loops, outer loops, the wholeadyic
code, etc. To implement this kind of mechanismyatild

be mandatory to get prefetching statistics whercatkeg
code dynamically. Techniques such as [4] may b&lse
Switching off the prefetcher Several statistics can be
analyzed in order to switch off the prefetcher. this
study, we will focus on a particular prefetchingtistic as
the accuracy and also on cache miss ratios.

will not increase performance but still may conitd o 3 gyitching on the prefetcher The problem of switching
increment network latency, power consumption, aadhe on again the prefetcher is that, when the prefetibie
pollutior?. This is particularly critical in CMP environments switched off, we cannot collect prefetching statist
were non-accurate prefetchers may perform important  Therefore, we will focus on cache miss ratios amout

slowdowns since the network becomes another keyures,
[2].

As a general rule, the prefetcher produces speadupng
as it generates a certain number of useful prefetgiests
respect the total number of requests generated hey t
prefetcher (i.e. the accurdcig higher than a certain threshold
that depends on the application and the prefetchemeover,
in the scope of CMP environments, we have obseiivat the
implementation of the prefetcher in a distributetl shared
memory system is not trivial. There are some chghs [3]
that must be handled in order to not increase Hses where

the prefetcher does not work accurately and proxiuce[z]

slowdowns.

! A useless prefetclis a request injected in the cache by the prefetahd
evicted from it without being used by the core.

2 prefetch requestgollute the cache when they replace data that is still

required by the program.

3 A useful prefetchis a request injected in the cache by the preéettitat
is actually requested afterwards by a regular mgmeajuest

4 The accuracy is measured as the number of useful prefetch etilvioly
the total prefetch requests.

mechanisms
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Abstract-The Western Mediterranean tectonic setting andhysis

studied by means of three-dimensional numericalaisodsoals are
to understand its dynamics and to test the feafsibif a double-
polarity subduction process that could have a kegdrtance in the
complex setup of this area.

The physical models, the numerical techniqueshiwed) and some
results in two and three dimensions are presentehis work.

l. INTRODUCTION

Present day tectonic setting of the Western Mewiteran is
highly debated. Many researchers have different
conflicting views on the current setup, and, inticatar in the
geological history of this region. This variety ués from the
extremely complex data gathered in the region Ifsieis
petrology, volcanism, topography, gravity and scefa
structure) that need to be reconciled in a singldeh

Recently Vergés and Fernandez proposed a tectianh
of the region since Cretaceous (last 85 Millionrggdased on
the interaction of two tectonic plates with oppesitolarity
(opposite direction of subduction, see Figure Reylexplain
the formation and evolution of the Betic-Rif orogesystem
and the associated Alboran back-arc basin (Fity13 lateral
change in subduction polarity of the Ligurian-Ttetceanic
domain.

Double-polarity subduction and subduction reverast
proposed in many areas, for example [2-4], and istud
numerically in 2D for example [5]. Nevertheless, tae
moment there is no study to understand its fedtsipil
dynamics and geological consequences in a realistiee-
dimensional study. The third dimension is partidyla
important in this process, as many subduction zoses
oblique and therefore lateral propagation of defdiom is
expected. Moreover, surface deformation, for exampl
curvature of the trench (the line on the surfac¢hef contact
between the plates) may be modified by the intevact
between two closes by subducting plates.

and

AFRICA

Fig. 1. Vergés and Fernandez, 2012.

. OBJECTIVE

The aim of this study is to analyze the dynamicla@van of
a double polarity subduction process and its camsecgs in
order to test the physical feasibility of this irgtetion and
provide geometries and evolutions comparable tgpthposed
to the Western Mediterranean. While this work isufged on
numerical models, analogue modeling will be alswied out
within the scope of the Thesis. An interdisciplyn@group of
researchers at the

Institute of Earth Science Jaume Almera (CSIC) in
Barcelona is focused on the study of the Western
Mediterranean; this work takes place within thanfework,
aiming to understand its geological history.

Ill.  MODEL AND METHODOLOGY

The dynamic evolution of the Earth at large temparad
spatial scales -for example subduction- is modedsd a
multiphase flow problem. Its solution requires aubed
numerical techniques usually consuming large ansuit
computer resources. The main difficulties invohaé: i) the



location of the material phases, that bring a deubl
Lagrangian-Eulerian description of the problem,di)strong
nonlinear character due to the viscous and visstipla
rheologies involved and iii) the stiffness of thenrerical
problem produced by large contrast in viscositieat tcan
reach 4 to 6 orders of magnitude and have shariegis.

In this study we are using the open source framlewor
Underworlddeveloped at Monash University [6]. Underworld
solves a non-linear Stokes flow problem using Eiitements
combined with particle-in-cell approach, thus the
discretization combines a standard Eulerian Filtement
mesh with Lagrangian particles to track the locatad the
phases.

Figure 2. 3D double-polarity subduction model.

The model setup consists of two oceanic plates with
viscoplastic rheology subducting into the upper tieafFigure
2) and the problem is driven by a gravitational IREh-
Taylor instability. The main factors to be studiade the
interaction between the two plates, the poloidal oroidal
mantle fluxes, the velocity variations of slabsge tktress
distribution and the variations in the trench marplyy.

With the purpose of being able to study the dynaroicthe
final model, several preliminary subduction model2D and
3D have been developed. The methodology and prradimyi
results will be presented in this work.
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Abstract-This work describes the pollution plumes of seveaiSh
coal power plants under the most typical meteor@algtonditions
that affect the Iberian Peninsula at synoptic scdlee aim is to
understand how meteorology modulates the plume dgsafength,
altitude, orientation) and their contribution to N@nd SQ surface
concentration. Using the BSC-ES operational airlgydorecasting
system (CALIOPE-AQFS), the behavior of the plumeasadyzed for
a representative day of each of the six most comsyoptic
situations. The results show that the plumes frolan#it facilities
are mainly driven by synoptic conditions whereas gower plants
located over the Mediterranean and on mountainoegians,
mesoscale dynamics dominate. Moreover, when thetimjeof the
pollutants is done within the planetary boundaryeiayhere is an

I1l. OBJECTIVE

This work aims to characterize the dynamics ofghenes
from coal power plants under the typical meteorimalg
conditions affecting the Iberian Peninsula in orderbetter
understand the role of these large point emissioincgs on air
quality.

IV. METHODOLOGY

There are currently 16 coal power plants (combuastio

increase in the NPand SQ surface concentrations close to (<15-20 installations with boilers > 300MWt) in Spain, sevaf which

km) the sources.

|. INTRODUCTION

have been selected in this study among those wighekt
electricity generation in 2012 (Table 1). The povgants
have varied structural and topographical charesttesi

The present work uses a synoptic classificatioreabjely

Air pollution can be defined as a situation in whic established over the Iberian Peninsula for airiupurposes

substances are present in the atmosphere at coatg@mt
sufficiently high above their normal levels to puoe a
measurable effect on humans, ecosystems or matdfil
The concentration of pollutants in the atmosphengedds on
interlinked processes:
anthropogenic sources, the transport and transtamaf the
pollutants, and the deposition. The exceedancesr afuality
limit values in Spain are related to Nitrogen diexi(NG),
Sulphur dioxide (S§), Ozone (@) and particulate matter [2].
The combustion of fossil fuels for the generatiérlectricity
is an important contributor to NCand SQ emissions. In
Spain, despite the increase in the wind and sdeutrecity
production, coal power plants still contribute with0% of the
electricity generation [3]. In 2012, the associat@dnual
emissions were ~14% of N@nd ~52% of S@total Spanish
emissions [4].

TABLE |
CHARACTERISTICS OF THE STUDIED POWER PLANTS
Installed Stack NO,/ SQ

Power plant / Acronym capacity height emissions

(MW) (magl) | (Gg.year)
As Pontes /| ASP 1468 356 7.46 1 4.99
Abofio / ABO 921 225 8.13/5.83
Compostilla / COM 1341 290 8.38/3.79
Guardo-Velilla / GUA 49¢ 176 3.07/0.82
Andorra / AND 1101 343 10.00/11.7¢
Carboneras / CAR 1159 200 9.80/13.99
Los Barrios / LBB 568 230 5.39/2.53

the emission from naturald anlberian Peninsula. The two most common CTs occur

[5]. This classification identifies six typicalrculation types
(CTs) for the present climate (1983-2012) using-mdans
clustering technique on daily sea level pressube 3ix CTs
consistently represent different advective pattéomgards the
in
summertime, replacing one another. NWadv (23.9%
climatic frequency) is a NW advective pattern chardzed
by the arrival of polar maritime air masses towatdslberian
Peninsula. IBtl (22.4%) is compatible with the depenent of
the Iberian thermal low with net advection from NoAfrican
air masses. ENEadv (21%), especially frequent ningpis
the result of a blocking anticyclone over centrakrdpe that
leads to E-NE advection towards the Iberian PetansitiHi
(12%) is a winter anticyclonic situation that erezbthe arrival
of Atlantic air masses towards the Iberian Penmswhereas
ZonWadv (10%) is characterised by zonal Atlanticritmae
advection. WNWadv (10%) is typical of transitiorsdasons
and it presents unstable conditions over the Ibefaninsula
with W-NW advection. A representative day of each i€
objectively identified by [5] in the year 2012.

The characterization of the plume dynamics is peréa on
the representative day of each CT by means of kid @PE-
AQFS (Fig. 1). Several evaluations of the modellgygtem
give confidence to the results [6, 7]. The speqifiemes are
obtained following a zero-out approach The charazton
comprises a comprehensive analysis of the emissites
synoptic and mesoscale meteorology and the sudaddotal
column mass of NPand SG.
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Fig. 1. Schematic view of the CALIOPE- air qualfityecasting system

www.bsc.es/caliopeThe CALIOPE couples the dedicated HERMES emission

model, the WRF-ARW meteorological model, the CMA@@mical-transport
model and the BSC-DREAM8b mineral dust model [6].

RESULTS ANDDISCUSSION

The maximum surface contribution of each power fplan
under the six CTs shows similar patterns for,Ndd SQ,
although SQ@ contributions are generally higher. However,
there are significant differences between powentgl@largest
contributions in CAR, ABO, and LBB) and synoptic
conditions (AtlHi and NWadv present higher conttibos
than the other CTs).

For the synoptic-dominated power plants the pluargth
is larger for CTs characterised by Atlantic advatifNWadv,
AtlHi, WSWadv and ZonWadv) than for CTs with non-
Atlantic advection (IBtl and ENEadv). For NO76 km vs 24
km, respectively (Fig. 2). For $SO81 km vs 45 km,
respectively. Furthermore, the contribution to acef NQ
concentration is lower for Atlantic advection CTsan for
non-Atlantic advection CTs, 11.8 and 14.8 ug MO,
respectively.

For the power plants that are along the Mediteaane
(CAR, LBB) and/or in complex topographic areas (AND
GUA) the NG and SQ contributions are higher under
winter/autumn CTs (on average 19.2 pg MO and 16.4 pg

The plume dynamics are comprehensively describdd]in SO,.m*), during which emissions are maximal than durime t
using hourly NQ and SQ surface concentration maps total summer/spring CTs (11.6 ug N®° and 5.6 pg SOM>).

column mass maps (Fig. 2), vertical cross-sectiptanetary
boundary layer height, wind speed and direction, ahe
vertical vorticity at each power plant on each espntative
day.

The analysis of the transport dynamics of ,N&hd SQ
emissions for each CT does not show a common behéwi
the seven studied power plants. It is possible gfind two
kinds of power plants depending on their plume dyica. On
the one hand, there are facilities whose plume e are
mainly driven by synoptic winds (the plume follovike
characteristic advective pattern of the CT). Thishie case of
power plants on the Atlantic region of the IberReninsula
ASP, ABO and COM. On the other hand, there arditiesi
located over the Mediterranean and in complex togyaigc
areas (AND, CAR, LBB and GUA) whose plumes are @niv
by a combination of the synoptic advection and reesle
processes (sea-land breezes and wind-channellingivey
valleys).

Fig. 2. Daily maximum N@total column mass (ug) in the Iberian Peninsula
associated to the emissions in the seven analyaedrplants on the
representative day of each CT.

Overall to all the power plants, close to the seurc
contributions (< 15-20 km) are larger when thedtifn of the
emissions is done within the planetary boundargidg¥?BL),
usually at midday under summer CTs. On autumn/wiGiEs
the PBL height is lower than the injection heigfatyouring
horizontal dispersion of the plume.
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Abstractin the present work a full-dimensional study ofdlgaamics
of a hydrogen molecule confined in a narrow Singidied Carbon
Nanotube (SWCNT) is performed by using the Multi-gorditional
Time-dependent Hartree approach. New insights on cingpling
between the different degrees of freedom of theawlelauring the
diffusion along the nanotube are found and disalisse

|. INTRODUCTION

Storage of low-density gaseous species has becdiméla
of intensive research in the last few years. Itergst arises
with two basic objectives in mind: store large amsuof
potential fuels in order to make their transporonir the
production centers feasible, and capture knownupits
from the atmosphere to prevent, for instance, dreese
effect [1-5]. Concerning the first application, tharadigmatic
case of hydrogen is the one in which we focus tudys

Hydrogen has a very low density that makes itsagf@rin
sufficient amounts not viable with the common shera
devices like high-pressure tanks [3]. This is thason why
novel alternatives are being studied to store lagtounts of
hydrogen in a non-expensive, reversible way. Nawoosired
materials, such as Carbon Nanotubes (CNT) or sore&alM
organic Frameworks (MOFs) show the potential taibed for
this purpose.

Hydrogen confined in nanostructured materials hesnba
matter of intensive
experimentally in the last few years [6-10]. Thedsts carried
out in this kind of systems have shown not onlyéffectivity
of some of these materials as storage devicesalbatsome
distortions of the confined molecules at the madiclevel
when the cavities in which they are trapped artheforder of
the nanometer. These changes of the electronictsteuand
the dynamics of confined species are of great itapoe since
they not only allow a better understanding of tfiimiy of the
confined molecules by the adsorbant, but becausg ilave
allowed the discovery of new potential applicatiofar
nanostructured materials, such qgantum sievingswhich
allow the separation of isotopomers of a given ke, like

research both theoretically and ‘P(Q1,--

and therefore cannot be used to study quantum phemm
such as quantum confinement. The second approdcth vs
the one used in the present work, treats the pmoljeantum
mechanically. This so-called Quantum Dynamics apgnois
much more expensive and has been rarely usedabrtrere
than a few molecules, but on the other hand isotilg tool
which allows the study of intrinsically quantumesdts.

The present work is structured in two main sectidinst the
computational tools, namely Multiconfigurational nie-
dependent Hartree approach, as well as the moadal tes
study our system, will be explained. Then the tssaf the
study will be outlined and the main conclusions marized.

[I. COMPUTATIONAL TOOLS AND MODELLING OF THE SYSTEM

A. The Multiconfigurational Time-depend Hartree hoet

The MCTDH method allows an efficient propagation of
multidimensional wave packets [13]. This is possidue to
the use of a two-layer representation for the wanetions: it
is represented in a relatively small basis seinoéidependent,
low-dimensional basis functions, known as Singletifla
Functions (SPFsp), which in turn are expanded in a time-
independent basis of primitive functions:

ny p 14
" Qp't) = Z Z A(h.....jp) (t) 1_[ (pj(}’:) (Qk' t)
k=1

ji=1 jp=1

This Anstatz in combination with the Dirac-Frenkel
variational principle yields a system of coupledu&tipns of
motion for the system which must be integrateddives the
dynamics of the problem. The two-layer approacbvedl an
important decreasing of the size of the matricewadok with
during the integration of the equations of motisimce the
time-dependent basis set is able to adapt to tta teave
function, yielding the best possible basis seahdime step.

B. Modeling of the system:

H, and D, due to the different Zero-point energy (ZPE) ofln our model, hydrogen is treated with a full-diraiemal

molecules with different mass [11]. Also, some Btigations
point to the possibility of controlling chemicalactions at the
molecular level using nanostructured materials.[12]

There are mainly two theoretical approaches toystbdse
systems. The first one is the study of adsorptiorough
Molecular Dynamics simulations. This allows the dstuof
bulk diffusion effects with hundreds of moleculesd non-
expensive way, but relies completely on classicatimnics

Hamiltonian. The degrees of freedom of the systeam a
depicted in Fig. 1. This model allows seeing tHea$ of the
coupling between the different degrees of freedomthe
other hand, the carbon nanotube is considereckirigid cage
approach, and therefore all atoms are fixed irr gaguilibrium
geometry positions. Therefore this model will allag/to
observe effects of the confinement in the structdithe



hydrogen molecule, but will not treat the energghteange
between the nanostructure and the confined molecule

Generalitat de Catalunya (SGR-2009-17). M.M. furti@nks
a predoctoral grant from the FPU program (FPU2022&10)

of the Spanish Ministerio de Educacién, Culture gpbrte
Due to the periodicity of the carbon nanotube, thé€Ministry of Education, Culture and Sports, Spain).

computation and interpretation of the eigenstatésthe
hydrogen molecule in full dimension is not a triviask.
Instead, we will focus on another interesting andrem
straightforward property of this system such asdiffesion of
the hydrogen molecule along the nanostructure. rdero

to study this particular feature of the system,
meaningful initial state must be propagated. Ireottd obtain
this state, we add a harmonic trapping potentialthia z
coordinate. This allows us to calculate severatmitates of
the system with mainly no dependence on z and wmichic
a thermal ensemble. These states can be propaftaesards
by “turning off” the trapping potential.

(1

2
%
[
15

(6]

(7]
[ll. RESULTS

The propagation of the wave packets in six dimerssior a (8l
time of 200 fs showed only a small distortion o tlunction
in all coordinates except z. This small couplingxplained by
the low corrugation of the potential along the prclinate in

the studied nanotube. Hence, the system is alnepstrable,
[10]

[11]

[12]

[13]
y

9
NN NN

which opens a way to study the diffusion phenomasiag a
simplified model in the future, using the presentll f
Figure 5: Scheme of the degrees of freedom used to

study the hydrogen molecule in the hollow cavityof
SWCNT.

dimensional study as a benchmark.

The study yielded satisfactory results for the udifbn
coefficients of the hydrogen molecule at sevenaiperatures.
This property of the system was calculated follayvitwo
different approaches. The first one was based ertithe the
wave packet needed to pass from a unit cell tddahewing.
The second approach used the thermal flux coroelati
function formalism in order to obtain a reliablegpagximation
to the rate of the process, which can be afterwestided to
the diffusion coefficient.
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Abstract- Carbohydrate-active  enzymes  select
conformations of one sugar of their carbohydratdosdtates to
enhance catalysis. The evolution of this conforomatiduring
catalysis, known as the catalytic itinerary, isfofidamental interest
in glycobiology. Here we calculate the free energiydiscape of-
xylose to predict the possible catalytic itinerariaf5-xylan enzymes.
Our results discard one of the three catalyticetiaries proposed on
the basis of X-ray structures of mutant enzymeditiaddal classical
and quantum mechanics/molecular  mechanics
calculations indicate that complexes obtained froodified enzymes
do not necessarily represent the structures th&e tplace in the
reaction coordinate.

|. INTRODUCTION

The covalent bond that joins a simple carbohydrate

molecule (also known as sugar) to another group, which may
or may not be another carbohydrate, is known in chemistry as
glycosidic bond. These bonds are extremely stable in solution
and display half-lives of several million years. However, in the
presence of enzymes such as glycoside hydrolases (GHs), the
half-life of glycosidic bonds can decay up to the millisecond
range [1]. How do these enzymes enhance the breakage of
glycosidic bonds is a topic that has been extensively studied
since 1894 Emil Fisher's 'lock and key' model [2].
It is nowadays accepted that, for beta oligosaccharides
(carbohydrate molecules bound by beta glycosidic bonds), one
of the sugar molecules changes shape upon binding to the GH
enzyme [3], facilitating catalysis by placing the leaving group
of the reaction in an axial position. In particular, a key sugar
molecule deforms from its ground state chair conformation in
solution to a new conformation (typically a boat, skew-boat or
half-chair) that is less populated in the same conditions (Fig.
1). Knowing the precise conformation of the sugar molecule in
the active site of the enzyme and how this shape changes
during catalysis (the catalytic itinerary) is important not only
to understand how these enzymes work, but also to design new
drugs for GHs involved in human health and disease [4], as
well as engineering GHs for their use in food, detergent, oil,
gas and biotechnological industries. In particular, f-xylanases
are GH enzymes responsible for the hydrolysis of glycosidic
bonds in P-xylans, a group of hemicelluloses of high
biotechnological interest that are found in plant cell walls. An
intriguing aspect of these enzymes is that, unlike other GHs,
their B-xylan carbohydrate substrates are assumed to adopt
more than one conformation in the enzyme active site, thus
leading to several conformational itineraries during catalysis
(Fig. 2 B). Based on crystallographic structures, some [-
xylanases have even been predicted to adopt conformations
that disobey previously established rules for enzymatic
glycosidic bond cleavage [5].

particular

(QM/MM

A) B)
carbohydrate

(B-xylan)

&Glu
klu GH enzyme

2§, ring
 conformation
Fig. 1. A)B-xylose sugar in the most populated conformatiorsatution:
chair “C;. B) B-xylose oligosaccharide bound to a family 11 GHyene. The
key sugar, which is located between the two glutanatalytic residues,
displays a°So skew-boatconformation. Almost all hydrogens have been
omitted for the sake of clarity.

In recent years, our group has contributed to the
understanding of how GHs tune carbohydrate conformations
to enhance catalysis [6,8]. Specifically, we demonstrated that
the computed conformational free energy landscape (FEL) of
isolated monosaccharides (e.g. glucose and mannose) correlate
with the observed X-ray structures of enzyme-ligand
complexes [7]. In other words, one can predict the
conformation and electronic properties that a given
carbohydrate will exhibit in the active sites of GHs from gas
phase calculations [8,9]. Here we investigate all possible
conformations of a -xylose sugar molecule using state-of-the-
art computational techniques based on molecular dynamics
(MD). In particular, we compute the conformational FEL of -
xylose by ab initio metadynamics and use it to predict the
most likely catalytic itineraries for B-xylanases. Moreover, we
employ classical and quantum mechanics/molecular
mechanics (QM/MM) MD simulations to check whether
common enzyme modifications used in experiments can affect
the observed xylose conformation, leading to incorrect
assignments of catalytic itineraries.

Il. METHODS

Metadynamics [10] is a molecular dynamics based
technique that enhances phase space exploratiorthdy
addition of repulsive potentials on a set of cdllecvariables
(functions of atomic positions) that enclose treaglst modes
that are relevant to the process of interest.

We used metadynamics on the phase spacp-gfiose
described by Density Functional Theory, usifgand @
Cremer and Pople puckering coordinates [11] asecie
variables (Fig. 2 A). Allab initio and hybrid QM/MM
molecular dynamics simulations where carried ouhiwithe
Car-Parrinello approach, as implemented in the CRVI3.1



program [12]. The AMBER [13] force-field was useat the
classical molecular dynamics.
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Abstract- Proteins form the executive machinery underlying al assessing the performance of computational metHods

the biological processes that occur within and betweells, from
DNA replication to protein degradation. Although geme-scale
technologies enable to clarify their large, intrteaand highly
dynamics networks, they fail to elucidate the dedaimolecular
mechanism that underlies the protein associatiaytess. Therefore,
one of the most challenging objectives in biolobiesearch is to
functionally characterize protein interactions byl\dng 3D complex
structures.

This is, however, not a trivial task as confirmedtty large gap
that exist between the number of complexes idehtifjelarge-scale
proteomics efforts and those for which high-resoluti 3D
experimental structures are available. For theseasmans,
computational docking methods, aimed to predicthimeling mode
of two proteins starting from the coordinates of timglividual
subunits, are bound to become a complementary agjrto solve
the structural interactome.

Given its importance, the field of protein dockinas
experienced an explosion in recent years partighppelled by
CAPRI  (http://www.ebi.ac.uk/msd-srv/capri/). CAPRI (Cati
Assessment of PRedicted Interaction) is a commundtg blind
experiment aimed at objectively assessing the pedoce of
computational methods for modeling protein intei@ts by inviting
developers to test their algorithms on the samgetisystem and
quantitatively evaluating the results.

In order to test pyDocka docking scoring algorithm developed

in our group, the PID (Protein Interaction and Daaf§) group of the
BSC Life Science Department, we have participatedllithe 15
targets (T46 to T58) of the 5th CAPRI edition (2@002). Our
automated protocol confirmed to be highly succéssfuprovide
correct models in easy-to-medium difficulty protpiotein docking
cases placing among the Top5 ranked groups outasé rthan 60
participants.

Key words: Complex structure, CAPRI,
docking, pyDock, protein interactions.

|. INTRODUCTION

One of the major challenges in structural biologytd
provide structural data for all complexes formedwsen
proteins and other macromolecules.
coverage of protein-protein interactions (i.e. Hlde
experimental structures plus potential models based
homologous complex structures) is below 4% of thtareted

protein-protein

Current strattur

modeling protein interactions by inviting developdo test
their algorithms on the same target system and tijagwely

evaluating the results. This involves sampling pua
association modes and modeling their atomic stracfthe
docking problem), and identifying those likely te stable out
of a very large pool of decoys (the scoring problekhodels

submitted by participants are finally evaluateccarmparison
with experimental coordinates made available byr thethors
to the CAPRI assessors according to some criterdeacribed
in Figure 1 of Lensink et al. Proteins 2007 69:704.

In order to test pyDock,a docking scoring algorithm
developed in our group, we have participated intladl 15
targets of the 5th CAPRI edition (2010-2012). Iditidn to
the standard prediction of protein-protein targétss edition
has entered into related areas including bindinfinigf
predictions and free energy changes upon mutagi®nvell as
prediction of sugar binding and interface waterenales. Our
overall experience has been highly rewarding andlegeribe
here the details of our participation and the lkastdrs of our
success.

Il. MATERIALS AND METHODS
A. Generation of rigid-body docking poses for the
predictors experiment
In all targets, we used FTDot&nd ZDOCK 2.1 to generate

10,000 and 2,000 rigid-body docking poses, respagti For
the final four targets of this edition (T53, T547Tand T58)
we generated an additional pool of flexible dockiuges
using SwarmDock

B. Scoring of rigid-body docking poses for both the
predictors and the scorers experiment
We scored the docking models generated by the above

described methods with our pyDock protocol, basedreergy
terms previously optimized for rigid-body dockinithe
binding energy is basically composed of ASA-based
desolvation, Coulombic electrostatics and van dealg\energy
(with a weighting factor of 0.1 to reduce the naisthe scoring
function). Cofactors, water molecules and solamt ivere not

number of possible complexes formed between humagbnsidered for scoring.

proteins® The pace of experimental determination of complex

structures is still behind the determination of ividbal
protein structures. In addition, many of theseraxtgons will
never be determined by x-ray crystallography besaxigheir
transient nature. For these reasons, computatidoeking
methods aim to become a complementary approacblve s
the structural interactome. The field of proteinckiog has
experienced an explosion in recent years, partiatpelled
by the CAPRI (http://www.ebi.ac.uk/msd-srv/capriJAPRI
(Critical Assessment of PRedicted Interaction) is

C. Removal of redundant docking poses
After scoring, we eliminated redundant predictiom®rder
to increase the variability of the predictions andximize the
success chances by using a simple clustering #igomvith a
distance cut-off of 4.0 A, as previously descritfed.
D. Minimization of final models
The final ten selected docking poses were minimineorder

to improve the quality of the docking models anduee the

awumber of interatomic clashes. In timajority of the targets
community-wide blind experiment aimed at objecvel we used TINKER. In targets T53 and T54 we used



CHARMM’ while in target T58 we used AMBER10 with this did not make a difference. In the target TS8XS data

AMBER parm99 force field®

E. Modeling of subunits with no available structure
For several targets, the structures of the subumése not

available and needed to be modeled. We used Modali@

with default parameters based on the template/gestigd by
the organizers or on other homologue proteins folyd
BLAST search (http://blast.nchi.nim.nih.gov/Blagi)c The
final selected model was that with the lowest DQe&re.

[ll. RESULTSAND DISCUSSION
In this CAPRI edition we submitted predictions fdf the
proposed targets. Our results for the standarcejpratrotein
docking assessment are summarized in Table | and.Fi

TABLE |
Target Typé Predictors
Submission| Quality | Successful

rank® Group$
T46 HH - - 2 (40)
T47 HU 1 e 25 (29)
T48 uu 3 * 14 (32)
T49 uu 4 * 14 (33)
T50 UH 1 * 18 (40)
T51 DHD - - 3 (46)
T53 UH 3 ok 20 (42)
T54 UH - 4 (41)
T58 uu 5 *x 11 (23)
Table I. Results of pyDock protocol for all protgirotein targets in

predictors.

a B: bound; U: unbound; H: homology-based model.
b Rank of the best model within our submission &PRI.
¢ Quality of our best model according to CAPRIemi#i: acceptable (*),
medium (**), and high (***)
d Number of successful groups for each targetrachets, total number of
participants.
e Model rank 1 had acceptable accuracy (*).
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Fig. 1. Representation of our best models for targd7, T48, T49, T50, T53,
T57 and T58. For each target, receptors are supeset and shown in white.
Ligand in our best model as predictors is showred) and as scorers in blue.
For comparison, the structure of the experimentahmex (if available) is
represented in green.

For the generation of docking poses, the betta g$olution
used for FTDock and the use of flexible SwarmDook the
last targets were key for the success. In seldetegbts (T47,

T48 and T58), distance restraints were used, boidst cases

was used for complementary scoring with pyDockSAXS,
which slightly improved the scoring. We obtainechsistently
good models for all non-difficult cases, althoubbyt were far
from being trivial, since their subunits were unbduor
needed to be modeled based on homology templateall |
cases but one our successful models were rankédhvaur
first five submitted solutions, being ranked 1st daveral
cases.

V. CONCLUSIONS

In this CAPRI edition we learned that our automateatocol
is useful to provide correct models in easy-to-medi
difficulty protein-protein docking cases, but weedefurther
methodological development for difficult cases, exsally
when subunits need to be modeled based on homdawgitie
low sequence identity. Our overall experience heenbhighly
rewarding, pyDock docking scheme confirmed its high
performance in protein complexes prediction placamjong
the Top5 ranked groups out of more than 60 paditip
(Table 11).

TABLE I
Rank Group Summary:

#Targets [ *** + ** 4+ *
1 Bonvin 9/1®* 3% 4 5%
2 Bates 8/2**+6*
3 Vakser 711%™ +6*
4 Vajda 6/2%* 3% 4 ] *
5 Fernandez-Recio 6/1**+3**+2*
5 Shen 6/1%*+ 3% 4%
7 Zou 6/1**+ 2% 4 3%
8 Zacharias 6/1**+5*
9 ClusPro 6/4*+2*
10 Eisenstein B/L** 2% 4%

Table 1l. Overall pyDock performance among the T®opanked groups.
Predictions are classified as acceptable (*), madjtt), and high (***).
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Abstract The use of computational methods to elucidate the

ligand-protein binding mechanisms is of utmost irtgoace
for the pharmaceutical industry. PELE (Protein Eger
Landscape Exploration) software has proved to hgeed
predictive power. We want to further improve itdhanging
its conformational sampling step.

I. INTRODUCTION

Pharmaceutical industry invested more than $ildn per
each new developed drug in 2009 [1]. The accutatalation
of the interactions between drugs and their targetimg
computational chemistry methods would help compane
improve their productivity in drug development aglwas
decreasing its associated costs.
A good characterization of the conformational spaife
biomolecules is a key part of these methods. Unfately,
due to the huge number of degrees of freedom stigyistems
usually have, this sampling cannot be exhaustive.

Il. PELE

PELE's primary application is to unveil the magism of
protein-ligand interactions [2, 3], and it is curtlly being
extended to handle other types of biopolymeramfiléements
a Monte Carlo scheme, with two main steps: pertishaand
relaxation (see Fig. 1).
In the perturbation step the current protein camfaion is
changed to a new one by applying a linear comhinatif its
Anisotropic Network Model (ANM) modes. After thishe
ligand is rotated and translated to a new positi@mg its
conformation is changed if needed.
During the relaxation step, the side chains witlghbr
potential energies are changed using a rotamearjiqa]. A
modified Truncated Newton algorithm is then usedrider to
further lower the energy of the system. Finally, time
Metropolis acceptance step, the Boltzmann prolghili the
new state will be calculated. Depending on it, il vbe
accepted and used as the initial conformation efribixt step,
or it will be rejected and discarded.
In recent works, PELE has been successfully usesbtee
problems beyond protein ligand docking [5, 6] likke
analysis of mutational effects on ligand delivem} pr the
description of ligand kinetics at only a percenttodf
computational cost that other more consolidatechou like
MD have [8].
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Fig. 1: PELFE implements an iterative Monte Carlo scheme with two main
steps: perturbation and relaxation.

Ill. CONFORMATIONAL EXPLORATION IN PELE

ANM using Cartesian coordinates

In the ANM methodology, the protein is simpldido an
elastic network where each atom (or coarse graiit) un
becomes a node. PELE uses an alpha-carbon basesk coa
grain model. Once the elastic network has beemeéefithe
Hessian (H) is calculated and the eigenvalues (X§i a
eigenvectors A) resulting from solving (1) will be used to
generate the new conformation. In order to do thisubset of
the eigenvectors are chosen (either randomly ardesfned)
and a linear combination of them is calculated. Tdsultant
vectors will define a set of target coordinatese th
conformation proposal. The next conformation icakdted by
adding harmonic constraints between the initiahalpgarbon
positions and the target ones and minimizing.

HV = VA. (1)

Yet being a simplification, the predicting cajiies of
ANM have been demonstrated beyond doubt [9, 10].
However, there is still room for improvement wheércémes
to its application. For example, ANM suffers fromet so-
called 'tip effect’, that can potentially nullifhgé modes in
structured regions. In addition, implementationssduh on



linear interpolations in the mode direction canegate non-
physical deformations that must be corrected byimmiing

the system. Also, our use of the ANM methodologyELE

has shown to have some limitations when it comgzaduce
medium range deformations in structured regions t@r
perform folding/unfolding events.

Minimization bias

The extensive use of energy minimization (twiceisfng the
current ANM scheme) entails the risk of biasing siaenpling
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ANM using dihedral angles

Cartesian coordinates (CC) are the usual choicasto the
ANM, especially because of its simplicity. A lessmmmon
option is to use the internal coordinates (IC) lué protein,
more specifically the backbone dihedral angles.

The coarse grain model is composed of units dedunity the
¢, v torsion angles; the elastic network is definedilsiry to
the CC ANM. The Hessian (H) and Kinetic (K) matdcare
calculated differently [11, 12], and the modes,adt#d by
solving (2), will represent infinitesimal dihedrabtations
equivalent to their Cartesian counterparts.

transformation matrices [13].
HV = VKA. (2)

Our hypothesis is that this new methodology will d#e to
overcome some of the problems stated above: thare heed
to use a minimization to generate the next conftiona
which is computationally more efficient and dimimés the
minimization bias. Moreover, we expect that the e
curvilinear displacements can produce broader deftions
and reproduce folding events.

This approach has already been implemented in REidEt is
currently being thoroughly tested.
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Hydrogen bondsg—stacking, salt bridges, and the

Abstract - Biological structures are stabilized by a variety o hydrophobic effect all play roles in folding a peot and

noncovalent interactions, such as hydrogen bonrdsstacking, salt
bridges or hydrophobic interactions. Besides hy@rogonds and—

stacking, cation interactions between aromatic rings and positively

charged groups have emerged as one of the most rtempo
interactions in structural biology. Although theleoand energetic

characteristics of these interactions is well esttt#d, a special case

involving three molecular species, termed catipreation
interaction, is still poorly understood. In thisr@obution, we aim at
advancing in the understanding of catiareation interactions and
their role in the structure and stability of bioggms via two
complementary approaches. The first one consista efatistical
study of the occurrence, composition and geometrgadion-=—
cation interactions identified on a non-redundardt ©f protein
structures from the PDB (Protein Data Bank), whitdémonstrates
that cation-z—cation interactions are indeed common in proteiivs.
also analyze the degree of conservation of theraotmns by
inspection of similar sequences obtained througk #equence
alignment tool BLAST. The second part of the stahsists of an
energetic analysis of the most relevant interadicat the SCS-
MP2/CBS level of theory, as well as an energy decsitipo
analysis for representative cases performed at $#PT2 level.
Besides the well-known deficiency of standard addftivce fields to
describe the relevant polarization contribution teation—
interactions, our results indicate that non-additivthree-body
contributions are significant in this case, implyithat cation#z—
cation interactions constitute an even more chalieg case
expected to be dramatically misrepresented by stahddditive
force fields. In vacuum, the interactions identfiare strongly
repulsive. Further work is being carried out in orde understand

establishing its final structure. In addition, tleation-=
interactions is a non-covalent interaction betweesitively
charged atoms or groups and maelectron system have
recognized as an important non-covalent bindingragdtion
relevant to structural biology (1-5). The preseata positive
charge near a highly polarizabtesystem leads to significant
polarization effects, not properly described byndtd non-
polarizable FFs (6-10). Like this hydrogen bondamyg n-n
stacking interactions, the catianinteractions have emerged
as the fundamental forces that control the strectand
function of macromolecules (2).

A number of studies have established a role for
cationst interactions in biological recognition and the
contribution of polarization in such interactionse avery
important, and may even surpass electrostatic ibotion,
from a monopole (cation) interacting with a quadeup
(aromatic ring) (3). This is explained by the prese of a
positive charge near one system as the highly izalale ©
system. This type of interaction is common in pirote
structures.

Although the role and energetic characteristics of
these interactions is well established, a speciasé dénvolving
three molecular species, termed catiscation interaction, for
example, Arg-Phe-Lys interactions, is still poodyderstood,
are simultaneous interaction between-@lectron system, the
aromatic sidechains of phenylalanine (Phe, F),sipe (Tyr,

the strength of catiore—cation interactions in a protein environment, Y) or tryptophan (Trp, W) and two cations than adoetween

where the cation—cation repulsion will be stronglyesned.

Keywords: Cationg interaction; interaction energy; cation—
—cation interactions; three-body; non-polarizatits.F

I. INTRODUCTION

The understanding of intermolecular forces
extremely important to understand the behavior lafnaical
systems at the molecular level. It should be ndted such
interactions and understanding gain its maximunresgon
in biological systems. Molecules of life (DNA, RNAroteins,
etc.) are held in their three-dimensional structurg intra and
intermolecular interactions. Thus, the three-dinms
molecular structure is responsible for the spedifiglogical
activity of these molecules; note the importance
understanding of such interactions. Moreover, tloerect
description in the classical force field for molkgu
simulations used is a key to enable a realisticrijgson of
such systems.

the cationic side chains of either lysine (Lys, d€)arginine
(Arg, R)). In which the polarization effect are avenore
complex due to its nature of the three-body intivas.

In this contribution, we aim at advancing in the
understanding of catiom-cation interactions and their role in
the structure and stability of biosystems via two

IScomplementary approaches. A structural analysajsstal

study of frequency, composition and structure dfiocen-
cation interactions identified on a non-redundaet sf
proteins from the PDB and energetic analySiSS-MP2/CBS
high-level calculations of catiom-cation interaction energies
for the most relevant interactions identified.

[I. COMPUTATIONAL METHODS

of

Identification and selection of cations-cation interactions

In this section, we detail our strategy for idytig
and ranking catiom-cation interactions in proteins. To
conduct the analysis of catiereation interactions was
performed over a representative list of protein<Cbfster90



database. Given the big amount of catiscation interactions
complexes found and characterized in this datalésieh

consists of 20.759 non-redundant protein structtalesn from
the PDB, criterions accurate was used. A distandeffcof

di+d, < 7,5 A and angle cutoffu,+a,< 30°. The letter is
defined between the normal of the ring and a velotiween
the centre of the ring and the positively chargéd was
considered. In case of Lys and Arg, the distandaken to N
and C atoms respectively. In case of Trp, both sriage
considered, and in the case of His, the two nitnggef the
five membered ring were considered. The resulte itered

in order to remove duplicities in each interactidoe to
symmetry considerations within the pdb.

Calculation of interaction energy

To evaluate the non-additive contribution to three
bodies interactions in catiatication by comparing the
contributions, we conducted the calculations theeraction
energies of both systems as models and pdb's, diffgéyent
basis sets incorporating polarization and diffugecfions, a
total of 6 basis sets were also tested to examhe t
convergence of the interaction energy with basissee, we
have used the basis sets 6-31G, 6-31+G(d), 6-31c;p¥;(6-
311++G(d,p) and also the correlation consistenistsets aug-
cc-pVDZ and aug-cc- pVTZ, the last two were consédeas
the reference to calculate the errors on the iotiera energies

In order to do that, an analysis of geometries wasbtained with the other basis sets. The calculatiarere

carried out looking up the distribution of distas@nd angles
found in the interactions. Based on this critenea selected
51 interactions for energic analysis. Were claadifithe
trimers systems in accordance with the type of at@r(Phe,
Tyr and Trp) and cationic (Lys, Arg and His) amiits; as
well as ions (N§ C&*, Mg*, K, Li*, C"). Among all the
structures analyzed, the representative structéireationst-

developed using the ab initio level SCS/MP2, the neethod
improves upon MP2, thereby rectifying many of itelgems,
indicates significant robustness and suggests & ®aluable
quantum chemical method of general tfse.
ESCS/MPZ =Eyr + 1/3(Ecor‘r(¢x—oc) + Ecor‘r(ﬁ—ﬁ))
+ 6/5Ecorr(a—[3)
In principle, it could be possible to extrapolake t

cation interactions multiple is 1A22 (Human grOWthenergies of the systems (and hence the interaetiengy) to

hormone), that is a special case with three coniseecoation-

the complete basis set limit (CBS) using the Dugrid¥?-TZ

n-cation interactions K379-W386-R411, R411-F425-R413p5sis set series, will combine the calculations M&pVDZ

R413-Y422-K415.
Calculation of conservation and accessibility

We have evaluated the conservation of cation-
cation interactions in each protein with the aidhef BLAST
(Basic Local Alignment Search Tool). That compathe
query sequence against a large number of protejuesees,
which search database non-redundant protein segsignc)
using algorithm BLASTp (protein-protein BLAST). To
investigate the conservation of interaction in eiwd, was
considered sequence of proteins above >80% ofiigefRor
example, in an alignment of 20 sequences thahalles>90%
pairwise identify conservation may be interestilmgcontrast,
if the pairwise identify is below 30% then lowemservation
scores will be informative.

The computations of solvent accessibility and

protonation of residues involved in cation-pi-catiateraction

and MP2/cc-pVTZ level by formula Helgak€f® Such a
formula allows obtain CBSEy;, energy, combining the
calculated energies cc-pVXZ level according to the
expression.
E;or‘rX3 _ E§orry3

X3 — Y3

oo _
EXY_

To obtain more accurate energetics, were applied an
basis set superposition errors (BSSE) were subttdobm the
computed BDEs using the correction counterpoise,(bat is
calculations of monomers using the base set trimer.
Counterpoise corrections for basis set superposigoror
(BSSE) were included in the interaction energy wakions,
using the Gaussian 09 software.

3a 2a 3 2
Bt = 3a—2a E3" - 3a—2a E3" + 3ﬁ—Bzﬁ 57— 3B—ﬁzﬁ E3°T"
The magnitude of the different components of the

were calculated by NACCESS and ProPka programg, thénteraction energy was examined by means of thenstny-

calculates the accessible area of a molecule fr@B.Phe
pattern was categorized into buried, partially édriand
exposed based on ranges of accessible surface area.
Construction of the model Systems

adapted perturbation theory (SAPT) as implementedhée
SAPT2006 program. In particular, we have used th@T2
computational scheme, which should provide an autéwn
energy US4PT2 equivalent to the supermolecular MP2 one.

Within the SAPT2 framework the interaction energy i

From the representative pdb coordinates was buittecomposed as shown in eqn, where the first fomgetand

simplified model systems of each amino acid aratnatid
cationic on which we have carried out theoretiedtulations
to study catione-cation interactions.
reduced to a system that could be studied computty. Lys

for the electrostati¢/,,, , inductionU;,,, exchangd/,,., and
dispersionly;,, components. In addition, the SAPT expansion

Each trimer then wasyields two terms corresponding to the coupling feew

exchange and inductioli.,.,_;nq @nd between exchange and

and Arg were represented as ammonium and guaniniudispersionUsyp_qisp- Finally, the last tern§HF accounts for

ions, and Phe, Tyr, and Trp were represented ageben
phenol, and indole, respectively. The geometries thod
structures of such monomers were optimizetB2/aug-cc-

pVDZ level using the Gaussian 09 suite of programs.

Thereafter was performed the alignment the strestur
overlapping the optimized structures of the monawéth the
structures of pdb reference.

a collection of higher order induction and exchairgkiction
terms™®
U§£PT2 = Ugte + Uing + Uexen + Udisp + Uexch-ina

+ Uexch—disp + 6HF



[ll. RESULTS AND DISCUSSION

Using the above criteria, we scanned a largersdata
of representative protein crystal structures, takem the
Protein Data Bank (PDB). Were identified in ti@&uster90
database 20.759 non-redundant protein structutes.r@sults
point out to 2.328 structures which have one oremoation-
n-cation interaction corresponding 11.3%. In tot2l898
interactions were identified.

Structural analysis

- Among the catiore-cation interactions identified on the
PDB, the frequency of aromatic amino acids foungr & Phe
> Trp) is similar to the frequency observed for@&ip cation-p
complexes.

- Because Trp amino acids are less frequent iremotthan
Tyr or Phe, the comparatively large number of catiecation
interactions identified suggest a preference far dver Tyr or
Phe.

Energetic analysis

The non-additive contribution (3-body) is signéit
(up to 7 kcal/mol). Thus, cationcation interactions are
expected to be badly described by standard addiiige In a
gas phase environment, catimication interactions are
strongly repulsive, in the range 20-35 kcal/molrtker work
is needed to understand the strength of catioation
interactions in a protein environment, where thiégoocacation
repulsion will be strongly screened.

IV. CONCLUSION

Our results demonstrates that catioreation
interactions are indeed common in proteins andemagy ten
proteins contain at least one catioication interaction.
Indicate that non-additive three-body contributiormse
significant in this case, implying that -catiareation
interactions constitute an even more challengirsg &pected
to be dramatically misrepresented by standard igddiorce
fields. In vacuum, the interactions identified astrongly
repulsive. Further work is being carried out in erdo
understand the strength of cationeation interactions in a
protein environment, where the cation—cation repalsvill be
strongly screened.
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Abstraction cyclotron resonance frequency heating (ICRR)ris of

the auxiliary heating schemes presently envisagedI TER and

DEMO. In this paper we analyse the potential of IGREves to heat
the fuel ions in DEMO. Our analysis is carried ot the EU DEMO

designt (B =6.8T, | = 18.6 MA, R = 9.25 m, a 62.m) optimized
for a maximum pulse length of 2.3 hrs using the IGRédelling

codes PION and TORIC [2, 3] . We focus on second tuicn
heating for tritum and fundamental minority heatiof 3He with a
few percent of 2He in a 50%:50% D-T plasma. The déeece of the
ICRF characteristics and the ICRF-accelerated iondfte ICRF and
plasma parameters is investigated, giving speciténdion to the
DEMO design point at a plasma temperature of 30 kel an

electron density of 1.2 - 102°m’s,

I.  INTRODUCTION

The plasma is a gas made of electrons and ions a

therefore, is a really good conductor. When plasneated at

predominate while for energies lower tHanbulk ion heating
is obtained.

2

Z2 |3
E. =148AT| >

1)
i neAj

. DEMONSTRATION POWER PLANTDEMO)

The DEMOnstration power plant is a proposed nuclear

fusion power plant that is expected to be builterafthe
experimental reactor ITER. ITER's main purpos@isdnfirm
the feasibility of nuclear fusion as a source of elkectrical

n%{nergy while DEMO will be the first fusion reactor produce
e

ectrical energy.

a temperature of the order of 10 keV - 100.0008D@usion TABLE |

reactions begin to occur delivering an importanargity of DEMO, ITER, AND JETPARAMETERS

energy. In order to produce fusion reactions, ptasmeds to Parameter DEMO! ITER JET

be confined inside special devices. For the magneti Major radiusR, (m) 9.25 6.2 506

conflnernen_t method this is achieved via the apptinaof a Minor radiusr (m) 264 ) 125210

magnetic field that restricts the trajectory of tpésma

particles due to the Lorentz force. Tor. Magnetic fieldB (T) 6.8 53 345
A. lon Cyclotron Resonance Frequency (ICRF) Heating Plasma currerty (MA) 186 15 48

For a tokamak fusion reactor, heating fuel ions to  Saftyfacg0andgds 11,3 10,35 10,50

thermonuclear temperatures is of vital importanden Elongationk 152 1.7 1.68

cyclotron resonance frequency (ICRF) heating isuaxiliary Triangularityd 0.33 0.33 04

mechanism for heating the plasma in a fusion reace a
tokamak. ICRF is based on launching electromagmnesices
from the low-field side (outer side of the tokamaWyave-
particle resonance occurs when the parallel Dopgiefted
frequency of the wave is equal to an exact harmohithe
cyclotron frequency of the particle, i®.= kv +nw, where
w is the wave frequencyy; =g; B(r)/(A my ( g is the charge,

The Joint European Torus (JET) is the fusion re@dotated in
Culham, UK. It is nowadays the biggest fusion reaah the

world.
I1l. ANALYSIS OFBULK |ON HEATING IN DEMO

We concentrate our studies on the second harmorig)

B(r) the background magnetic fieléh the mass number and |cgrg heating of tritium with and withodHe in a 50%:50%

m, the proton mass) is the ion cyclotron frequency @ 1
for the fundamental and > 2 for higher harmonics. When
resonance occurs, ions start damping the wave &yrbing its
energy. This effect modifies the distribution fuoat of ions
which develops a tail in the high energy regione Tast ions
produced by the energy absorption from the elecigmatic
waves play an important role in heating the bullspia.
Therefore, it is crucial to know how the energytitég wave is
distributed among ions and electrons, and how &t ibns
produced deliver their energy to the other pamiciens and
electrons. The critical energy is the energy atcWwhions
transfer energy equally to background electronsiand, for

D-T plasma.
A ICRF scenario

The scenario is for a standard midplane launch thighmal
plasma (there is no ICRF+NBI interaction) and theoidal
mode numbemN = Rk is fixed. The basic parameters are

shown in the following table (Table II).
"We are grateful to Dr. T. Franke and Dr. R. Wenein(PPPT, Garching) for
DEMO parameters. They are for the EU DEMO desigtmaped for a
maximum pulse length of 2.3 hrs (with CD 2.7hrs).

Although there are many cases studied, there aoeatw

energies larger thaB, collisions with background electrons them that are analyzed deeper, they correspofid=t@0 keV



and for densities n, = 1 0*’ and n,=1.21 0?’. The case with n,
=1.2:10"" and T = 30 keV is the DEMO design point.

TABLE II
ICRF PARAMETERS AT DEMO AND ITER

Parameter DEMO

Toroidal magnetic field B (T) ICRF frequency (MHz)
ICREF frequency f (MHz) 66, 70, 74
Resonance location (7,.s/a) 0.2 (LFS), -0.05, -0.2 (HFS)
ICRF Power (MW) 100

Toroidal mode number 50

B. Minority heating with *He

In minority heating typically the plasma contains a few
percent in concentration of an ion species which interacts with
the ICRF waves. In this case, the frequency of the wave has
been set at the fundamental harmonic of *He, W= Wy = 2wy .

The analysis has been carried out for a scan in the
concentration of *He (see Fig. 1), the total electron density #,,
temperature 7, and wave frequencies (central and off-axis).

Fig. 1. Power absorbed by *He and transferred to bulk ions (MW) for each
percentage of *He. ICRF: N =50, =70 MHz, T = 30 keV, P = 100 MW.

45 T T T T T

40 -
Power absorbed

o0l / Power transferred to ions

10 1 1 1 1 1 1 1 1
1 2 3 4 5 6 7 8 9

Percentage of 3He (%)

For increasing concentration of *He until 3-5% the power
absorbed by 3*He increases substantially while after a
concentration of 5% the polarization of the wave starts to
become less favorable and, therefore, the absorption power
decreases, the power not absorbed by *He goes directly to the
electrons. In this case, for the DEMO design point, the power
that actually remains in the bulk ions population is almost the
same between 3-5%.

C. Second harmonic tritium heating
scenario

The second harmonic tritium heating scenario is a 50%:50%
D-T plasma heated by ICRF waves with a frequency equal to
the second harmonic of T, i.e. W=2wy. In this case fast ions
become more energetic than in the minority heating and the
critical energy E. is easier to be reached by fast ions. The
results achieved are presented in Table III, here the efficiency
(n) stands for the ratio between the power transferred and the

power absorbed by *He and T respectively. Different
frequencies produce different locations for the resonance
region (see ion cyclotron formula in section L. A).

TABLE III

EFFICIENCY FOR DIFFERENT SCENARIOS WITH AN ICRF OUTPUT POWER OF 100

MW AT THE DEMO DESIGN POINT

Composition 66 MHz 70 MHz 74 MHz
*He 3% 55.84 35.56 26.65
*He 4% 54.80 32.25 24.37
*He 5% 48.10 31.90 23.50
*He 6% 45.20 31.76 22.54

T 43.00 26.65 15.51

IV. CONCLUSION

We have simulated ICRF heating for DEMO plasmas.
Simulations show that for minority heating a concentration of
3-5% of *He matches the highest efficiency while by placing
the resonance region slightly off-axis (at 0.2a) ICRF heating is
considerably enhanced in both scenarios avoiding a substantial
fraction of direct electron damping. Notice that although
minority heating shows a better efficiency the plasma dilution
decreases the fusion reaction yield.

18 T T T T T T T T 0.75
Py 16 Tl‘ﬂ.vl% mnn'. ,/’/: 07
~ fusion reactions - .
l —
n 14 )
E 0.65
= o
T2 )
%
) 0.6 —~
% +
A 055 2
n 0.8 g
2 05 ©
‘g 0.6 Q:E:
é 0.4 0.45

0.2 L - L 1 L ! I ) 0.4

1 2 3 4 5 6 7 8 9
Percentage of *He (%)
Fig. 2. Comparison of fusion reaction rate between *He and T scenarios.
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Abstract We combine Rayleigh wave ellipticity, or H/V (honited

to vertical) amplitude ratios, measurements obtdineising

teleseismic earthquake recordings and ambient notgess

correlations to provide improved constraints on trestal models
across the Iberian Peninsula and Morocco. To obtamH/V ratios,
we use more than 250 shallow (h<40 km) teleseisméntewwith

magnitudes Mw>6.0 recorded at more than 450 seistaitons. We
also use all the multicomponent ambient noise crasselations

computed for each station pair for the time peri2@ll0 to 2012.
Periods between 20 and 100 seconds are investigdtecobserve a
good agreement between the uppermost geologicalréesaiof the
crust and the obtained Rayleigh H/V ratios, with hslues in major
mountain ranges and high ratios in sedimentary tisCombination
of Rayleigh H/V ratio measurements from both eardkgs and
ambient noise data with phase velocities and otiipes of seismic
data will help to better constrain the Earth’s sttuie at different
crustal levels.

|. INTRODUCTION

Rayleigh waves are distinguished among other thing
an elliptic trajectory of particle motion in the rieal-radial
plane. Rayleigh wave ellipticity, defined as thetiaaof
horizontal to vertical spectral amplitudes (H/Vioadtom now
on for simplicity), has substantial shallow ear#nsitivity
since it depends on the local crustal structure.

Traditionally, ambient noise combined with the Hégectral
ratio have usually been used in microzonation ssjdio
characterize site response, predict ground motianwert for
S velocity (e.g., Ref. [4] and [9]). However, thetdrpretation
of the H/V ratios in these studies depends on tbisen
composition. Measurements  from  ambient
predominantly consist on fundamental mode Rayleiglves
for low frequency microseisms (<1 Hz) but for highe
frequency microtremors (>1 Hz) there is no consendine
microtremor H/V ratio has no clear physical oriiecause it
depends on the contents of noise signals and tlaivee
amplitudes among different wave types (see Refaff] [3]
for a review).

Studies of Rayleigh H/V ratios from earthquake algnfor
long periods (>20 sec) are less common (e.g.,[BEgf[6] and
[10]) because it has been reported considerablabibiy in
the observations due to the influence of small esca
heterogeneity [5]. In spite of the large scattesesbied in
Rayleigh H/V ratios for long periods, Reference ][10
described stable estimates after collecting siegistfor
numerous earthquakes.

Recently, a new approach has been provided to sty
crustal structure using Rayleigh wave ellipticity €arthquake

signals or ambient noise cross correlations [6§[[1[1]. As
Rayleigh wave ellipticity provides independent imf@tion
from phase velocity data, a joint inversion will prove the
inversions based only on phase velocity. In thigkwave
perform a Rayleigh wave H/V ratio study using telsmic
earthquake recordings and multicomponent ambieriseno
cross correlations with the aim of obtaining impdv
constraints on the uppermost crustal structureha Iberian
Peninsula and Morocco.

Il. DATA ANALYSIS

We compute Rayleigh H/V ratios for more than 250
teleseismic events between 2010 and 2012 by mare 460
stations from several seismic networks deployedsacthe
Iberian Peninsula and Morocco.

Focusing on the study of teleseismic signals, we simllow
earthquakesh(< 40 km) to minimize overtone contamination
and large enough (magnitudéd, > 6.0) to ensure the
excitation of low-noise, long period, mantle wa\é$. To
compute the H/V ratios at each station locationfiva rotate
the three component recordings, for each earthquaic
station, from East-West, North-South and vertical
transverse, radial and vertical components. Thanremove
the instrument response and apply a band-pass iiilt¢he
frequency band 0.02 to 20 Hz. Differences in thengang
rates for different instruments are taken into aotdor the
analysis. As we have a large collection of recondscompute
the H/V ratios using a frequency-time analysis (INTA1])
applied in an automated way.

noise

I1l. RESULTS AND CONCLUSIONS

Rayleigh H/V ratios are related to thes@taproperties
of materials and velocity gradients in the upperstrZones
such as sedimentary basins are associated to Highdtios
whereas low H/V measurements are related to mapamtain
ranges. In Fig. 1 we show the Rayleigh H/V ratieneated
for more than 450 sites in the Iberian Peninsulé Miorocco
for 30 seconds of period. We observe high H/V matin
sedimentary basins (Cenozoic and Foreland basirss)
Guadalquivir and Ebro Basins and low H/V ratio®yrenees,
(lberian Massif and High Atlas. Although the stanmtar
deviation for each average H/V ratio is, in generaty small,
we would need to consider a larger collection ¢tédeismic
signals to make the results statistically significd 0].

a

The combination of Rayleigh H/V ratio measuremeaugsg
both earthquakes and ambient noise data with phaiseity
and other types of seismic data will provide ushwat more
realistic interpretation of the upper crust struetacross the



Iberian Peninsula and Morocco and a better undetstg of
the relationship between geologic features at wffe crustal
levels. Moreover, the inclusion of short-period Ré&gh wave
H/V ratio measurements based on noise cross ctiometain
the H/V ratios obtained from earthquakes enablesesolve
the structure in the uppermost 1 km since they ramee (8l
sensitive to near-surface structure.

(7]

(9]
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Fig. 1. 30 s Rayleigh wave H/V ratio across theithePeninsula and
Morocco.
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Abstract- Seasonal predictions of 10-m wind speed can be bged speed data from ERA-Interim have been also useefaence

the wind energy sector in a number of decision ntakirocesses.
Two different techniques of post-processing are iadph order to
correct the unavoidable systematic errors presentall forecast
systems. Besides an assessment of the impactsefdbeections on
the quality of the probabilistic forecast systemiisvided.

Key words: wind energy, seasonal forecasts, biasction, forecast
verification

A. INTRODUCTION

The need of accurate forecasts becomes increasingly:

important in the wind energy sector due to therimtdent
nature of wind power generation, and the need tactma
supply with demand at all times [1].

Climate predictions of time scales from a montliégzades
in the future, and that are tailored to the winérgy sector
represent the cutting edge in climate sciencesrgchst wind
power generation. The seasonal prediction addresdesg
list of challenges to produce climate informatibattresponds
to the expectations of the users [2]. At these tisoales,
current energy practices use a deterministic agbrbased on
retrospective climatology, but seasonal predictionave
recently been shown to provide additional value.

In particular probabilistic climate predictionsrmdar surface
winds can allow end users to take calculated, premzary
action with a potential cost savings to their ofiere.
Electricity system operators can use these predistio adapt
energy supply availability from wind farms, andoall the
electric network to conveniently adapt demand awburces

3].

For this reason our main goal is to inform useiih greater
accuracy than their current approach, what willtle most
likely range of wind speed of the upcoming yearsisTstudy
analyses the ECMWF S4 seasonal forecast systerwifat
speed to assess the quality of these predictiors it
properties.

B. DATA AND METHODS

The forecasts of 10-m wind speed from the ECMWF S4

model on winter (December, January and Februaryh @i

dataset.
Canada. 10-m Wind Speed for
ECMWF S4 1 month lead with start dates once a year on first of
November and ERA-Interim in December from 1981 to 2013.
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Figure 1. Time series of 10-m wind speed i: a) Rata, b) Simple Bias
corrected and c) Calibrated, in the period 1981320 he ensemble members
of the hindcasts are represented as small greyadiotthe ensemble mean is
represented with a large grey dot for each staet ddne grey horizontal line
shows the mean of the hindcast in whole period.tlaek dots represent the
10-m wind speed values of ERA-Interim. The blackizamtal line shows the
mean of the reference in whole period. The blueradchorizontal lines show
the lower and upper terciles, respectively. Therrde members of the
forecast year are represented as small red dottharehsemble mean is
represented with a large red dot. The percentaglsates the number of

members in each category, which are limited byt¢heles.

start date of the SLof November are used, because in this

season the wind speed variability is higher. Theml@ind



As with every variable predicted in a coupled model C. ResuLTs

forecast system, the prediction of wind speed fscéfd by
biasesFor probabilistic forecasts, this defect considtsheir
lack of sufficient (probabilistic) reliability: thegenerally are
under-dispersive [4]. To overcome this, two different
techniques for the post-processing of ensemblecéste are
considered: a simple bias correction and a caldrahethod.
Both methods use the “one-year out” cross-validatexdie,
and they provide corrected forecasts with improstistical
properties.

10m Wind Speed for ECMWF S4 1 month lead with start dates once a year on first of
November and ERA-Interim in DJF from 1981 to 2012 in Canada.

a) Raw Data
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Figure 2. Rank histograms of 10-m wind speeds &stsca) Raw data, b)
Simple Bias corrected and c) Calibrated, in théopet981-2012. The x-axis
represents the rank and the y-axis the cumulatielegbilities, which shows if
the deviations from the reliable behaviour are esysttic or random. The
intervals on the right of the plot indicate cen®@| 95 and 99 % simultaneous

confidence intervals

2nd BSC International Doctoral Symposium

The impact of these bias corrections on the qualftyhe
ECMWEF S4 predictions of near surface wind speedndur
winter is explored. To offer a comprehensive pietarf the
post-processing effect on the forecast qualityhef $ystem, it
is necessary to use different scoring measuregibhssores
(Figure 1) or rank histograms (Figure 2). As ilhaséd, a key
region for the wind energy sector in Canada hasnbee
analysed.

Figure 1 shows that the skill scores decrease vplest
processing techniques are applied. All operatiom$opmed
on a forecast will increase its uncertainty. Everrecting the
bias in the mean implies estimating the mean frdra t
hindcasts, which is an estimate with its own uraiety and is
thus propagated into the forecasts

The rank histograms show if the ensemble membetghan
verifying observation come from the same probapbilit
distribution, in which case the forecasts are statlly
consistent and the rank histogram should be flairsform.
These histograms display the cumulative frequencthe y-
axis, which provides quantitative information asvibether
the deviations from reliable behavior are systecnatimerely
random. For the raw data (Figure 2a) a bias seemiset
present as the rank histogram shows overpopulaiagr|
ranks. The bias corrected and the calibrated rastodrams
(Figures 2b and 2c, respectively) are more homamesig
populated, therefore the reliability of the ensesnishproves
when post-processing is applied

D. CONCLUSIONS

This study reveals that the different techniquesdorect
climate predictions produce a statistically comsisensemble.
However, the operations performed decrease th#iy wkich
would correspond to an increase in the uncertaifitgrefore,
even though the bias correction is fundamental dlanate
services, this comes at a price in terms of fortegaality.

REFERENCES

[1] Fuss, R., Mahringer, S., & Prokopczuk, M. (3D1 Electricity
derivatives pricing with forward-looking informatio University of St.
Gallen, School of Finance Research Paper, (2013/17)

[2] DoblasReyes, F. J., Garcfgerrano, J., Lienert, F., Biescas, A. P., &
Rodrigues, L. R. (2013). Seasonal climate prediltyland forecasting:
status and prospects. Wiley Interdisciplinary RegieClimate Change,
4(4), 245-268.

[3] Weisser, D., & Foxon, T. J. (2003). Implicat®nf seasonal and diurnal
variations of wind velocity for power output estitioa of a turbine: a
case study of Grenada. International Journal ofggnResearch, 27(13),
1165-1179.

[4] Pinson, P. (2012). Adaptive calibration of (u) wind ensemble
forecasts. Quarterly Journal of the Royal Meteqiglal Society,
138(666), 1273-1284.



Parallel programming issues and what the compdardo to help

Sara Royuela Xavier Martorell
Barcelona Supercomputing CentetUniversitat Politécnica de Catalufya
{sara.royuela, xavier.martorell}@bsc.es

Abstract- Twenty-first century parallel programming models are Provides to the programmer. To understand thesescssme
becoming real complex due to the diversity of aettiures they need background in the memory model of OpenMP [1] isdeek

to target (Multi- and Many-cores, GPUs, FPGAs, etWhat if we
could useone programming model to rule them all, one prognémg
model to find them, one programming model to bimgm all and in
the darkness bind them, in the land of MareNostwhere the

A. Automatic storage variables as shared. Automatic
storage variables are allocated and deallocatenhatically
when the program flow enters and leaves the emgosbde

Applications lie OmpSs programming model is an attempt to do soy|ock. When the compiler detects that such a véiaimy be

by means of compiler directives.

Compilers are essential tools to exploit applicaoand the
architectures the run on. In this sense, compileralgsis and
optimization techniques have been widely studied,olider to
produce better performing and less consuming codes.

In this paper we present two uses of several analyseshave
implemented in the Mercurium[3] source-to-sourcengder: a) the

first use is to help users with correctness hingarding the usage of
the OpenMP and OmpSs tasks; b) the second uselis t@ble to
execute OpenMP in embedded systems, with very fitdenory,
thanks to calculating the Task Dependency Grapth@fapplication

at compile time. We also present the next stepsuofwork: a)

extending range analysis for analyzing OpenMP anchpSs
recursive applications, and b) modeling applicaionsing OmpSs
and future OpenMP4.1 tasks priorities feature.

Keywords- Compiler, Static Analysis, Task Dependency Graph

OpenMP, OmpSs, Embedded System

|. INTRODUCTION

Static and dynamic analysis and optimization teghes are

accessed after its scope has been exited, it peeptse
following solutions: a) changing the data-sharintyitzute
from shared to private , for basic data types; b) adding a
taskwait , for arrays and structures.

B. Data-race situations. Data-races occur when dwo
more threads access shared data and at least oriee of
accesses is a write. When the compiler detectsagdation,
it proposes the following solutions: a) protectihg accesses
with a critical or an atomic construct, b) adding a
taskwait ~ between the uses.

C. Incoherent data-sharing. The data-sharing attibf
a variable must be coherent with its usage. We lchiexe
situations, in the following order: a) variabledided within a
task and never used in that task, but used after th
synchronization of the task, should &igared ; b) private
variables in a task should be defined before beiead,
otherwise they must bfirstprivate ; C) firstprivate
variables in a task should not be defined beforagheecad,
otherwise they must hgivate

D. Incoherent dependencies. Task dependenciesace u

widely used in order to enhance performance andepowto impose an order in the execution of the taskpdndable
consumption. Dynamic techniques benefit from a nonebjects must be coherent with the usage of thogectshin the

restricted knowledge of the application (address®s values
of all variables are known), but they require tlxeaition of
the program along with the instrumentation librafhis

means adding overhead, as well as having resaltstt a
specific execution. Other data-sets or architestureay
change the results of the analysis. On the contrstgtic

techniques have limited information (values of tlaiables
and pointer aliasing situations), but have the fiené being

effortless from the point of view of the programmas well as
being valid for any input data. Neither of the ops is perfect
nor valid for everything, and they can indeed bmicimed for
better results.

[I. CORRECTNESS

task. We check three situations: a) objects acdegagyointer
should specify the dependency in the accessedgstoirsstead
of the pointer; b)input dependences should be read and
never written within the task; @utput dependences should
be written within the task, and should not be reefibre being
written.

We have tested this work with over 70 students &nd
benchmarks on different courses, and the resutstaown in
Figure 1. Most errors captured by the compilerraetated with
the default data-sharing attributes because usengetf to
explicitly change them. The less common errors thase
caused by users explicitly defining incorrect dsitaring
attributes. Dependences errors are not common beaauly
one of the five benchmarks includes task dependence

Although programming models such as OpenMP and

OmpSs are tantalizing due to its simplicity and|aduiity,
they also bring forth difficulties when it comesftdly exploit
their capabilities. The compiler can be crucialaaticipate
bugs that may be very hard to find at runtime. \&&=1§ on the

FIGURE 1
Occurrences of each Correctness Mistake
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OpenMP and OmpSs tasking models to define a set of

situations that may cause: a) a runtime failurealpss of
performance, or c) a non-deterministic result. Wespnt
different cases the compiler is able to detect tuedhints it
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We also have compared our results with those otitaele
Solaris Studio 12.3 (OCS12.3) compiler for the ¢hrfest

shown in Figure 3. The memory consumption of thatinue
using our statically computed TDG scales (in terofs

cases, because it does not implement support fek tamemory consumption) much better than the plainadibg

dependences. Since OCS12.3 does not provide hirgat a
performance, Mercurium suggests more accurateigouin

case A. OCS12.3 may report wrong messages for Base

which can be solved by enclosing the analyzed faslk
parallel construct. Finally, OCS12.3 does not odesi
declaring a variable as private when its initialugais not
read, so it may result in a loss of performanceaise C.

V. STATICTASK DEPENDENCYGRAPH

Tasks dependencies impose an order in the execottithe
tasks. OpenMP and OmpSs runtimes build a Task Dispey
Graph (TDG) ensuring that order. Building the graph
runtime is feasible for HPC systems, where largewarts of
memory with a reasonable performance penalty aadadnle.
Nonetheless, it may be impossible for embeddedesyst
where memory can be very limited. The Programmirag#ls
and the Real Time teams at BSC have united thetefoto
build a tool-chain able to derive a TDG staticalljhe tool-
chain is shown in Figure 2.

FIGURE 2
Offline Tool-chain for an Static TDG Creation

- [ooe]

Source code
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ﬁ“g“ P wask C/C++ Compiler
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Generating the TDG statically requires a seriessteps.
First of all, the Mercurium compiler generates araiel
Control Flow Graph [4] (PCFG) that extends the camm
CFG with parallelism information. Then inductionrizdbles
analysis is executed to discover the evolution atheloop.
Finally, range analysis [5] extended with suppodr f
parallelism is used to calculate the value of theables at
each point of the program. All this information used to
generate aaugmented static TD@sTDG) containing: a) one
node per each task/taskwait/barrier construct, Ibpassible
synchronization edges among these nodes,
predicates defining the conditions for the edgesxist, and c)
information about all control flow statements (citimhals
and loops) involved in the execution of the presigu
mentioned constructs.

Source code

After that, the Boxer Instantiator expands the aSTD

obtaining the complete TDG that will be executedustime.
This is performed in two steps: 1) expansion of tbatrol
flow structures (i.e. decide the number of itenasimf each
loop statement, and the branches taken in eachitmovad
statement); 2) check of the dependency predicatetetide
the task instances that have actual dependencespiidtess
results in arexpanded static TD@sTDG).

Finally, the code generated by Mercurium is pasksaligh
the GCC back-end compiler to generate the binaay will
run in our lightweight libgomp. The tests of oupkehain are

supporting tasks dependencies, while increasingiineber of

tasks.
FIGURE 3
MEMORY USAGE (IN KB) OF DIFFERENTRTLS
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MODELING TASK PRIORITIES

OpenMP4.1 and OmpSs include support for definirgida
priorities, thus promoting some tasks over othehermwall of
them are ready to be executed. By using our staticchain
to compute the TDG, we intend to model the appbeat and
extract patterns in which the priorities of thekasan be
decided at compile time. This is part of our ongoivork and
we are looking for applications to exploit this @tionality.
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AbstractNon-relational databases have recently been theemed
choice when it comes to dealing with Big Data chats but their
performance is very sensitive to the chosen dagmrisations. We
have seen differences of over 70 times in respomsefor the same
query on different models. This brings users thedn® be fully
conscious of the queries they intend to serve deioto design their
data model. The common practice then, is to refdicdata into
different models designed to fit different querguieements. In this
scenario, the user is in charge of the code implaat®n required to
keep consistency between the different data repliddanually
replicating data in such high layers of the databassults in a lot of
squandered storage due to the underlying systenlicatipn
mechanisms that are formerly designed for avaiitgbilnd reliability
ends. We propose and design a mechanism and atypet to
provide users with transparent management, where iegieare
matched with a well-performing model option. Additiyy we
propose to do so by transforming the replicationchamism into a
heterogeneous replication one, in order to avoidasyglering disk
space while keeping the availability and reliabilifgatures. The
result is a system where, regardless of the quersnodel the user
specifies, response time will always be that offfineaquery.

DESCRIPTION AND PREVIOUS RESULTS

The leap into the Big Data world can be too chajleg our
out of the field for some information technologiesers. This,
among other concerns motivated the apparition afube, a
set of tools and interfaces developed in our refegroup,
which aims to facilitate programmers an efficiemdaeasy
interaction with non-relational databases. Curgendll
implementations are made on Apache Cassandra as
example database although it is easy to port
implementation to any non-relational key-value dsitae.

In the work presented here, we focus on the Queiyeb
Data Modelling part of Hecuba, a concept for whied have
also developed a prototype which automatically diesiwhich
data model should be queried by taking advantagehef
differences in the topology of the data storechim €Cassandra
models and replicas, and overall increase perfocmay
aiming at the affine query-model relationships. réotly, all
this management falls on the user responsibilitgrefore he
would manually require building all the differemflicas. This
implies further hassle such as assuming the egttandancy,
maintaining the consistency between all the motlels share
common data when it had to be inserted or changedeing
mindful about performance issues or extra load timteen
having to modify database data since it would imedio do
one write per data replica instead of a single et the

PyCompSs

Where is the da_'ta of my query?

Query by key:
which madel is bettar?

Query by value:
where can | find the data?

Multidimensional

Query driven i)

database. With our suggestion, all this hassle dvdidappear
becoming yet another part of Hecuba that could fiteerd-
users by removing their need to specialise on ¢taild of the
database behaviour.

In our previous publication [2] we could confirmatithere
existed affinities between queries and models, vgthat
performance differences when combining their poksis,
and the results were so motivating this gave anooisvtrack
opening towards the development of a Query DriveataD
Modelling prototype, which seeks to transparenibplg the
query assignations of the client towards the da@la@ming to
get the best performance it can offer between tralable
models.

Aince we already presented performance resultsuin o

th'ﬁrevious work, this publication focuses on the gesi

development and functional analysis of the protefyfinally
confirming that the possibilities on performancereases we
saw were possible, transparently become a reality the
Query Driven Data Modelling prototype.
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Abstract-The nosocomial infection is a special kind of itifec
that is caused by microorganisms acquired insideogpital. In the
daily care process of an emergency department, inkeractions
between patients and sanitary staff create the enwient for the
transmission of such microorganisms. Rates of rlitrbiand
mortality due to nosocomial infections areimportardicators of the
quality of hospital work. In this research, we usgeAt Based
Modeling and Simulation techniques to build a mazfd\ethicillin-
resistant Staphylococcus Aureus propagation baseahoEmergency
Department Simulator which has been tested and atald
previously. The model obtained will allow us to buildcontact
propagation simulator that enables the constructiof virtual
environments with the aim of analyzing how the préeerpolicies
affect the rate of propagation of nosocomial infact

INTRODUCTION

The nosocomial infection is a kind of infection tthia
caused by microorganisms acquired inside a headtte c
environment [1]. It is the most common type of cdiogiion
affecting hospitalized patients.
environment we can find several microorganism ttwt be
causative of a nosocomial infection, but our woals flocused
in the propagation of the Methicillin-resistant @tglococcus

Inside a healthreca

Conceptual Model of MRSA Transmission

The model proposed in our research has the adwamthg
being developed based on a previous emergency tdepar
model and previous emergency simulator, both ottiiave
been developed as part of previous research wa@k&3]
carried out with the collaboration of healthcaraffsat the
Emergency Department of Hospital Universitari Paeauli.

This previous model used ABMS techniques to detfimeefull

attention process of an emergency department.rimesearch,

we make use of an Agent Based Model and Simulation

(ABMS) to create a contact transmission model of AR
inside an emergency department. For this purposejefined
all actors involved in the emergency department@se and

their specific function and behavior. Every persdm has a

role in the emergency department is defined ascineaagent
in our model. The environment objects and equipnast
representing as passive agents.

Transmission Forms There are two forms of contact

transmission, direct transmission and indirectgnaission.

1) Direct transmission: When MRSA bacteria are

transmitted from an active agent (transmission acto

another active agent (susceptible agent). Fornostavhen an

Aureus (MRSA), one of the most common and dangeroygfected/contaminated patient is touched by a mentfe

microorganisms in this environment. The presencehete
bacteria could mean serious health problems fatiemt. It is
a common cause of skin, wound and blood streanctiofes
as it may be responsible for a greater hospitajtleiof stay,
expensive treatments and an increased mortality TBese
bacteria live in the skin of some patients and @¢obk
transmitted to another patient by physical contacdugh the
interaction between patients, healthcare staffeandronment.
The most common transmission vias are: healthctai'ss

healthcare staff without a physical barrier.

2) Indirect transmission: When an active agent
(transmission vector) touches medical equipmentbjects in
the hospital environment and MRSA bacteria is tmdtted to
the object, later, a susceptible agent (patientheslthcare
staff) has contact with the same object and acgutre
microorganism.

TABLE |
PosSIBLEWAYS OF TRANSMISSION

hands, contaminated medical equipment and objectthe

Agent 1 Agent 2

hospital room environment. We use Agent Based Mogdel

Carrier healthcare staff Susceptible patient

and Simulation techniques to build the model ané t

'Carrier healthcare staff

Passive agent

simulator of Methicillin-resistant Staphylococcusur@us

Infected/colonized patient Passive agent

contact propagation in emergency departments. ithelator
allows us to build virtual scenarios to understaticge

Infected/colonized patient Healthcare staff

Passive agent Passive agent

phenomenon of the propagation and the potentiahaingf the
implementation of prevention policies on propagatio

Passive agent Healthcare staff

Passive agent Susceptible patient




Agents and Behaviardén our research, we make use of an represent all the environmental objects and

Agent Based Model and Simulation (ABMS) to create a equipment that can be in contact with the active
contact propagation model of MRSA inside an emergen agents. We use the infected variable to reflect
department. For this purpose, we defined all adtorslved in whether a carebox is contaminated with MRSA or
the emergency department process and their spégifition not. The possible value for infected variable am-
and behavior. contaminated or contaminated. When an MRSA
patient is assigned to a carebox, the infectechlobei
1) Active AgentsiEvery person who has a role in the takes the value contaminated, and it will remain at
emergency department is defined as an active agent such a value until a disinfection process has been
in our model: patients, doctors, nurses, admission carried out by cleaning staff.

staff, laboratory technicians, auxiliary personaetl
cleaning staff (Fig. 1). For the purpose of our
propagation model we divided active agents in two TRANSMISSIONMODEL

sets: Patient and Healthcare Staff. It is neceskary . . . i
make this classification because each group can tak Frequent interaction between patients and heak IS
) ! . o ) the principal way to MRSA transmission. Whenever an

a different infectious status. We classified pa8en  jnteraction between agents is given, we consideVIRSA
according their infectious status in non-colonized, transmission is likely. However, there is a wideiety of
colonized or infected. All non-colonized patiente a  factors that will determine if the transmission feaslirect
susceptible to acquiring MRSA, but some of them impact on the infectious status of the susceptigient and
could be more susceptible than others, such as¢hange it from non-carrier or non-colonized, torieas
patients with open wounds, external devices among colonized, infected or whether in contrast, thetéxaa are

. . removed and the infectious status of the susceptbent
other reasons. Colonized patients have MRSA i not change. Our model considers in each intéoa the
bacteria but they do not show symptoms, and infecte susceptibility of the agent who is at risk of acing
patients have MRSA bacteria and show symptoms. MRSA. If the agent at risk is a patient, the anialys based
Healthcare Staff has three possible infect statas: on the health state of the patient (predispositiofected
temporary colonized staff, the analysis takes in account other valugsh sas

' . accomplishment and effectiveness of prevention cjadi

In an attempt to control MRSA transmission rate, (hands wash, disinfection hands, etc.). The mats into
some concrete actions are performed in ED such as account the parts of the overall attention prodesshich

hand washing, hand disinfection and the use of the agents interact with each other, because tmaco
isolation material, all of which are called Prevent propagation can take place in these moments. Wietes

Policies. Only the Healthcare Staff agents can be healthcare agent finishes an attention task, they on may

: L not apply the prevention policies: hand washingncha
perform these prevennf)n policies. disinfection or using isolated material. The actihat is

() executed can be effective or not.
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Abstract- GPU Offloading is emergent programming model.approach of MACC and as well as according to OperMP

OpenMP includes in its latest 4.0 specification dleeelerator model.
In this paper we present a newly implementation isf shecification
while generationg "native" GPU code in the OmpSsgpmming
model developed at the Barcelona Supercomputinge€eftcused
on targeting NVIDIA GPUs, our work is based on an @y 4.0
implementation in the Mercurium source-to-source mpier
infrastructure  referred MACCI[1] (Mercurium ACCelerator
compiler). Finally, the paper is also discussingaiénges of code
generation for GPUs.

. INTRODUCTION

The use of accelerators has been gaining popularitiie
last years due to their higher
performance per Watt ratio when compared to homegeas
architectures based on multicores. However, therbgéneity
they introduce (in terms of computing devices andrass
spaces) makes programming a difficult task eveneipert
programmers.

The OmpSs|[2] proposal has been evolving duringldlse

peak performance a

drafts this specification will bring that approasbon. By this
approach, MACC could put together advantagesask and
target at the same time. The main advantages of that usage
different from standard OpenMP 4.0 are device-toiaie
transfer became available and MACC could scheduldi-m
gpu task.

B. Kernel Thread Hierarchy Generation
When generating kernel code MACC needs to deciji¢hd

dimensionality of the resources hierarchy (onea-tar three-
dimension teams and threads) and 2) the size irh eac
dimension (number of teams and threads). In omaupport
the organization of the threads in multiple dimensiMACC
n%Ilows the nesting oparallel for directives inside atarget
region.

C. Loop Directives and Data Clauses
MACC performs a cyclic mapping of loop iterationsdatries
to eliminate redundant "one-iteration" loops ancthpifies
increment expressions for induction variables imeor to
improve kernel execution time. MACC also makes ofe

decade to lower the programmability wall raised byshared memory for threads in a team based on the

multi/many-cores, demonstrating a task-based dabav f
approach in which offloading tasks to different hen and
kinds of devices, as well as managing the coherehdata in
multiple address spaces, is delegated to the rensipstem.
This paper presents the latest implementation opSsmwhich
includes partial support for the accelerator madeDpenMP
4.0 specification. We adopted those functionalitieat are
necessary to specify computational kernels
productive way.

. MACC: MERCURIUM ACCELERATOR COMPILER

A new compilation phase (MACC is abbreviation for

"Mercurium Accelerator Compiler".) has been incldde the
Mercurium[3] compiler supporting
accelerator model with the OmpSs runtime. MACC sakare
of kernel configuration, loop scheduling and appiate use
of the memory hierarchy for those tasks whdeeiceis set to

for acceleratotarget data, target updatdirectives andmap

clause) are simply ignored because we delegater th

functionality to the runtime system. Others haveerbe
extended to better map with the OmpSs model ordoige
additional functionalities.

A. Kernel Creation
MACC offloads all code inside ofarget directive into

GPU. Basically it generates kernel code and whedeco

reaches that point, it invokes device kernel. Sikt&CC is
based OmpSs, it behaviesget directive as dask It is novel

in a emorthese clauses and

specification ofprivate and firstprivate data structures in the
distributedirective, so that each team allocates a privagy co
in its own shared memory.

However, for very large private arrays this is possible to
apply. For these cases we have implemented treeclaaises
(dist_private dist_firstprivate and dist_lastprivatg;, with
the chunk size provided in
dist_schedule(static,chunk_sjizeclause in the distribute
directive the compiler just allocates a portiontled arrays to
each team and performs the copies.

D. Reduction
Reduction is a very important of GPU parallelismitasas in

the

the OpenMP 4.0the CPU side. When generating reduction code, MAGEs

different reduction algorithms depending upon piiwvei type
in order to obtain best speedup. It uses __shfhsit (by this

é\s for Thread Block Level Reduction, it uses atomic
operations of GPUs and calling second kernel ames

[ll. PERFORMANCEEVALUATION

A. MACC Reduction on Jacobi
Jacobi is a simple iterative program to get an @gprate
solution of a linear system A*x=b. The structuretleé code is
shown in Figure-1, with two different annotatiohsait
correspond to two versions.



OpenACC( non- opt i m sed)

MACC (auto Optim zed)

while (...){
#acc kernel s\
for (...)

#acc kernels \

for (...)

}

copyi n(u) copyout (uol d)
// <..conputation..>

copyout (u) copyi n(uol d)\

reduction(+:err)

// <..conputation..>

while (...) {

#onmp target device(acc)
#onp task in(u) out(uold)
#onp parallel for

for (...)

// <..conputation..>
#onmp target device(acc)
#onp task out(u) in(uold)
#onmp parallel for \

reduction(+:err)
for (...)

// <..conputation..>

}

Figure-1

Figure-2 shows benchmark between 3 versions. Tdreréwo

OpenACC(HMPP) versions baseline and optimized.

Optimized means when programmers use explicitlg dat

directives, OpenACC keeps data into device. Siné&€Cd

behaves code will be offloaded as a task, prograsamesn’t

need to indicate any extra directives.

30.00

Speed Up - Jacobi

25.00

20.00

15.00

SpeedUp

10.00

5.00

0.00

2048 1024 512
W HMPP Baseline 0.97 0.87 0.44
= HMPP Optimized 23.89 14.42 5.92
mMACC 24.16 14.95 6.28
Figure-2

B. MACC Shared Memory performance on DG-kernel
DG is a kernel version of a climate benchmark dgved by

National Center for Atmospheric Research dg-keffieg
code consist single target. Data directionalities a
characteristics are indicated at figure-3. By usiag/
MACC's clauses, partly using shared memory is ezthbl
Additionally array B could be taken back from slthre
memory. This usage corresponds opt-1 at figure-4.

#omp target device(acc)

#omp task iA[0:SMALL],C[0:HUGE]) inout(B[0:HUGE)

out(D[0:BIG])

#omp teams distribute parallel forfirst_private(A)
dist_first_private([CHUNK]C) \
dist_first last_private(CHUNK]B)

for(...)
<<..Computation..>>

Figure-3

Besides, when MACC build kernel hierarchy equals to
iteration size, it removes redundant for iterafioorder to
avoid thread-divergence. At figure-4 this optimiaatdenotes
opt-2.

DG-Kernel
Cuda Kernel Execution Time

5.00

4.50
4.00
3.50
3.00
250
2,00
1.50
1.00

Miliseconds

0.50

0.00
opt-1+

Baseline opt-1 opt-2 opt-2
Hi7 920+ Tesla K20c 449 3.21 4.14 3.12
@ Power8 + Tesla K40 413 ‘ 3.35 420 3.22

Figure-4

C. MACC multi-GPU scheduling on NAS-CG
The last code we have selected for the experimertdlation

in this paper is NAS CG. The main computationat pathe
application contains several loops that can be nesles and
offloaded to a device or executed on the host.xBz@te this
loop we want to use the two GPUs available in thaen We
could enable multi gpu by dividing most expensiegdtion
into chunks, since nanox can schedule them autoatigti
Figure-5 shows comparison graph.

Speed Up
CG-NAS
14.00
12.00
10.00
3 8.00
3 6.00
4.00
2,00
0.00
CLASS-C CLASS-B QASS- A
m OpenM P+8th 577 358 372
uHMPP 576 382 1.26
mMACC 7.19 579 281
uMACC+2GPU 12.10 8.88 381
Figure-5
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Abstract- A first version of a cardiovascular coupled model
presented. The modelling tools are Alya, the BSQ foo
biomechanical simulations; and ADAN55, the LNCC model o
the arterial blood flow. The former solves the hbasdt by
Finite Element Method (FEM). The latter is a 1D rabdf the
arterial blood flow in a 55-branched geometry. Poms
generations of the involved models had fixed bognda
conditions. With this novel tool a feedbacked cardiascular
model is obtained, offering more physiological bdany
conditions and providing further insight in the dé&c-systemic
interactions.

. INTRODUCTION

The used models were BSCs Alya, and LNCCs ADANS5,

Alya is a 3D, multiscale, multiphysics, HPC codwttallows
modelling and solving the heartbeat electromecharoblem
using the Finite Element Method (FEM). The ADAN554
reduced 55-artery version of the Anatomically Dethi
Arterial Network (ADAN) model, which takes into ammt

more than 1500 arteries from an average human bod

featuring a physiologically consistent systemic éuance at
the aortic root, among other characteristics. Batkes are
coupled by a black-box decomposition approach preskhy
proposed in [7]. At each time step the Fluid Stiuet
Interaction (FSI) problem is solved in the vengjatomputing
the output flow through the aorta which gives aspuee
response back. In previous generations of the mpdsch
one had predefined boundary conditions: for Alyaraessure
value was imposed on the endocardium, and an ewpetally
measured flow contour was imposed in the aorti¢ odche
ADAN55 model. With this novel coupling a more
physiological response to the blood ejection isimied, as the
systemic impedance is a complex result of the entib
arterial model which changes with the flow genatdty the
heart model. In the same way, using the heart modgdut
flow connected to the ADANSS5 input, offers the pb#iy to
obtain a physiological and feedbacked stimuli theaies with
changes in the arterial system.

. METHODOLOGY

A. Governing equations

The cardiovascular system can be decomposedcasmed
electromechanical system: the propagation of th&orac
potential induces the mechanical deformation of $odid
(myocardium), which reduces the inner cavity indgcthe
pumping action against the fluid (blood) througk #rteries.
In this way, three problems have to be solvedptiogpagation
of the electric potential, the deformation of tidis due to the
electrophysiologic stimuli and outer forces, anc tfuid
dynamics inside the ventricle and the arteries.

The governing equations for the electrophisologyeptal

model are described in [1]:
00 0 (D 0¢
(52 52) + fim

whereD; is the diffusion tensolC,, andS, are the membrane
capacitance, and the surface-to-volume ratio résde The
expression ofli,, is what determines the complexity of the
model. In this case we use the Fitzhug-Nagumo m@jelue

to its simpleness. The mechanical deformation gowugr
equations are described in [3]. In the expressiénthe
momentum balance of the solids:

82Ui 8PZJ +
02t 00Xy
wherep is the initial density of the bodyg, are the body
forces andP;; the first Piola-Kirchoff stress tensor. A modified
version of the Holpzafel and Odgen [4] model isdua the
9nergy function which defines the constitutive modehe
coupling between the electrophysiology and thedsmiodel is
done through the Hunter and Nash model [5].
Inside the cavity, the fluid is modeled by the ingmessible
Navier-Stokes, as explained in [6].
The governing equations in the arterial networld #re way
they are solved, are described in [7]. The conelgnsD
Navier-Stokes equations in compliant vessels casapri
momentum and mass cor125ervation as:
3
09,0 (,, &) A0
ot A p Oz

ox
04, 0Q _

ot ' Oz
Kh 1 0A

)
(\/ 4o _1> * Ry 0v/A A OF

whereA is the luminal aredR is the radiusQ is the flow rate,

P is the mean pressurg,is the densityg,, is the momentum
correction factorz, accounts for the viscous effectsjs the
wall thickness and andK are the material parameters that
characterize the elastic and viscoelastic mategigdonses. (3)
and (4) are the momentum and continuity balance,
respectively. (5) has the FSI terms for the 1D faation.

1) Cm

(2) Po pB;

—7T,=0

4
4) 0

Eh
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B. Numerical test and results
A ventricle is simulated using an ellipsoidal cauitade of
active cardiac tissue, with fibers arranged veltticavith a
short non-active tubular part playing the role e fiorta. The



activation potential is started at the bottom. Téuerial . CONCLUSIONS
network is also simplified, including 55 segmentslled
ADANS5. Figure 3 shows the flowrate and a scaletb)(1
pressure in the coupling point. Figure 1 and 2 shahe
ventricle-like geometry and part of the ADAN55 mesh

In this work we show preliminary results of a cagl
simulation tool that widens the possibilities irrdiavascular
modeling. A complete simulator of the cardiovascsigstem
will allow bioengineers and medical researchersttaly the
response of the full model to changes in any of the
components, extending the predictive and desceptiv
capabilities of the standalone versions of the rwdand
providing further insight in the cardiac-systenriteractions.
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Fig 2.Pressure in the arterial netwrok.
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Abstract- Nowadays the modelling of systems in high resolution
is being used for air quality and other forecasting applications,
where a spatial area is related with different interrelated
variables that could be displayed on a map. This area is usually
represented by global domains (hundred to thousands of square
km); when smaller regions need to be represented, a high
resolution modelling system can be used, these systems goes
from one square km to dozen of square km, health is one of these
issues where this kind of resolution can be used. In Europe, Asia,
North America, South America and other countries, health
problems related with the air pollution and climate change is a
concern for individuals and world organizations like the WHO;
today studies show the relation between morbidity and mortality
rates,  air pollution and effects on human health; these
modelling systems in high resolution help us to simulate
scenarios and propose solutions to this problematic. So the
objective of this work is to evaluate the system performance
WRF — CMAQ and CALIOPE on high resolution (4 km x 4 km)
to determine air pollutant impacts of PM,;, PM,;, Ozone, NO,
and SO, on population, using BenMAP for assess impact on
health. The methodology suggested is the time series analysis of
two years of hospital admissions, morbidity and mortality rates
and the air quality forecasting of the cities selected, previously
modelled in WRF, CMAQ and CALIOPE; after that, the
Response Functions (DRF/ERF) to determine the impacts on
health and the BenMAP software will be used. It is expecting
find the scenarios that could decrease the mortality and
morbidity rates in diseases like lung cancer, chronic respiratory
obstructive disease, asthma, and the acute respiratory diseases
in adults and children under ten years old.

Key words: Air quality, Modelling, Health impact

|.  INTRODUCTION

Today Air quality (AQ) is an environmental issue that has
become a concern for the effects on health, [1][2][3]. AQ
studies show results on increased morbidity and mortality in
Europe, USA, Asia, Latin America and Caribbean; respiratory
diseases, cardiovascular diseases, nervous system and lung
cancer are some examples, [4]; This is no longer just an issue
of big cities such as Mexico City, New York, Hong Kong or
Sweden, this is also a problem in small and medium cities,

[SII6][7181191(10][11].

II.  MODELLING SYSTEMS

Fig. 1 Representation of two domains, a National domain and a high
resolution domain at Veracruz cities, Mexico.

Reference [16] mentions that the air quality modelling (AQM)
plays an important role in the policies and strategies for the air
pollution control in many countries. There are different
systems that allows estimated these values of AQ, some of
these are: AERMOD, CALPUFF and CMAQ for example
used by the US-EPA, CALINE 4 in UK, WRF- Chem in
Mexico and CALIOPE Air Quality Forecast model (AQFM) in
Spain. Tools coupled GIS are also options that provide support
for this type of projects, [17][18][19].

I1l. HEALTH IMPACT ASSESSMENT (HIA)

The health impact assessment is realized by a methodology
that permit evaluate the human health impacts from different
causes, nowadays the air pollution is one of these causes as
can be seen in the Fig. 2. There are different ways to assess,
the short-term studies and the long-term studies. In this project
the short-term has been selected, by adapting the methodology
proposed by the "Instituto Nacional de Ecologia y Cambio
Climatico" INECC from Mexico, to assess the mortality and
morbidity population rates related to PM,y, PM, 5 Ozone and
temporal series analysis, [20].
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Abstract - Computing binding free energies has great
implications in drug design. Using PELE techniquitehas been
shown that one can get quick and accurate estimatignmeans of a

Markov state mod&l We improved our methodology to compute

faster binding relative free energy differences,intyaby analysis
reducing the sampled region. This possibility opgmgy in all-atom
drug lead optimization by efficiently scoring atlief potential

candidates in terms of binding affinities (approately in 24hours),
while still modeling accurately the protein-drug uambd fit.

Furthermore, we added information of the ligand eotation

allowing us to obtain a better insight of the entanmechanism.
First, we show benchmark results - a series of bemiaalike

inhibitors in trypsin. Then, we apply our methodatanore realistic
scenario: the binding to a glucocorticoid receptand we show the
performance for a new benchmark with a larger ranfbinding free

energies (~14 kcal/mol). Simulations are obtainedhwaur new

in-house code PELE++, an improvement over the taghn

presented in references [1,2], (paper in prepamajio

I. METHODS

We first run simulations using PELE++. This allows to
obtain more data in a given computational time carmag to
regular MD.

structure prediction algorithms. After every itéoat a step is
accepted based on the Metropolis criterion. Peleam be
used for free in our webserven https:/pele.bsc.es.

We obtain the centroid position and quaternionodétion
from a reference structure for each snapshot.

For the analysis, we build a Markov State Model.dbaso
we can use for example EMMA
(https://simtk.org/home/emma), or MSMBuilder
(https://simtk.org/home/msmbuilder).

Quantitative binding free energy difference is ated by
means of:

AG=—ksT IN(Vy/Vo)-AW

To get a better mesoscopic insight, cluster-cluetatysis
(e.g. PCCA+) is used.

We use the quaternion information to get quantitati
results of the entrance and orientation in the inopdite.

Fig. 1. PELE scheme. First, perturbation is penfed by means of ligand
perturbation followed by protein perturbation (ANMAfterwards, the
structure is refined by means of a side chain ptieai and minimization.
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Fig. 1. PELE scheme. First, perturbation is penfed by means of ligand
perturbation followed by protein perturbation (ANMAfterwards, the

Pele++ combines a stochastic approach with proteiﬁructure is refined by means of a side chain ptieai and minimization.

II. RESULTS

Fig. 2. Potential of mean field for a hormone poe
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Fig. 2. Different trypsin inhibitors with their @dicted and experimental
binding free energies.

[Il. CONCLUSIONSAND FUTUREWORK

We are able to compute satisfactorily differences i
binding free energy. Besides, we gained a bettiglm into
the binding mechanism by means of the orientatiaiyais.

But some questions arose: What approach shoulddx u
if the ligand is completely flexible? How do we & the
rotatable bonds? How much sampling do we need?
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Abstract- This work presents a parallel iterative method for
numerical solving frictionless contact problem fato elastic bodies. [1l
Each iterative step consists of a Dirichlet problén the one body

and a Neumann problem for the other in order to er&@the contact [g]
boundary conditions. [3]
(4]

I. INTRODUCTION
(5]

Contact problems deal with the deformation of sefear
bodies which interact when they come in touch. Ttake an
important place in computational mechanics. Usudligy are
formulated as constrained minimization problemsclivhinay
be solved using optimization techniques such asalpen
method, Lagrange multipliers, augmented Lagrangiathod,
etc [1]. When using an implicit scheme, this apploeequires
the construction of the so-called contact elementich
incorporate the contact constraints in the globahkvform. In
most cases, the use of contact elements requieespitiate of
the mesh graph in a fixed number of time stepsth@nother
hand, some of the optimization techniques incretise
number of degrees of freedom in the problem, brothicing
Lagrange multipliers as unknowns [2].

Il. MODEL

Domain decomposition techniques provide a powedal
for the numerical approximation of partial diffetiah
equations [3]. Based on these techniques, we nt®dn
HPC-based algorithm for the numerical solution obalinear
contact problem between two deformable bodies. His t
algorithm there are no contact elements involved there is
no need to increase the degrees of freedom of riblelgm.
The boundary data transfer at the contact zonarengarallel
implementation are the main aspect of this algoritiWe
perform a two-way coupling, where in each step olesa
boundary value problem for one body using the baund
condition at the contact zone imposed by the seduod.
This boundary condition will be Dirichlet or NeunmanThe
algorithm is implemented in HPC machines and rusisigu
several processors.
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Abstract- Software Defined Data Center (SDDC) provides morepwn

resource management flexibility since everythingdéfined as a
software, including the network as Software Definedwii
(SDN).Typically, cloud providers overlook the netwowkhich is
configured in static way. SDN can help to meet appibas goals
with dynamic network configuration and provide bebes for QoS.
Additionally, SDDC might benefit by instead of mmposed by
heavy Virtual Machines, use light-weight OS ContanBespite the
advantages of SDDC and OS Containers, it brings ncoraplexity
for resource provisioning. The goal of this projécto optimize the
management of container based workloads deploye®&ajtware-
defined Data Centers enabled with heterogeneousonetfabrics
through the use of network-aware placement algmstithat are
driven by performance models.

INTRODUCTION

The widespread adoption of cloud is driving the way
which computing solutions are delivered, allowirasier on-
demand scaling of resources and pay-as-you-go
approaches. While the core of cloud computing shamme
ideas with previous approaches like utility and dgri
computing, its growth and the maturity of technadsglike
virtualization make it much more efficient in terro$ cost,
maintenance, and energy consumption [2]. The clmicnly
provides automated, large-scale resource managgeimantt
also embodies a different notion of software desighas the
ability to collect, transport, process, store, autess data
from anywhere [3], and empowers the use of sereigented
architectures, which are becoming the de facto aaar used
to increase agility and introduce best practicesatterns.

System virtualization plays a key role in cloud qating
platforms, but it is not an entirely new paradiggome of its
foundational research dates back to the early 19¥0sThe
core of system virtualization relies on providingseftware
layer that appears equivalent to a physical machiieese
virtual environments are called VMs (Virtual Mackg) and
provide the same inputs, outputs, and behaviorwoatid be
expected from physical hardware, and can emulaterdine
OS (Operating System) [5].

Although virtual machines have plenty of benefitgy also
suffer from an inherent overhead introduced by tise of
multiple operating system stacks. A possible sotutthat
addresses this kind of overhead and provides a mo
lightweight virtualization has emerged over thetfaw years:
OS-level virtualization, more commonly called congas [6].
Containers rely on the idea of wrapping, limitingplating,
controlling, and accounting the resource usage akta of
processes without the need to simulate an entire Vdfat
results in better performance than VMs and very fasot
times. The design of containers encompasses the dde
processes grouping. This approach leads to a neywrpeess
model for applications, the so-called Microservice
Architecture. In such a model, each container s an
independent and small application component thas rits

s

(few) processes and communicates with other
components using a lightweight mechanism [7]. Ohé¢he
advantages of splitting the application into snealinponents

is to efficiently manage each component based fferent
requirements.

Containers address some problems related to theleity
of Virtual Machines. But this is not the only prebi that
Clouds facilities need to face: they have overlabf@ years
the importance of taking into consideration netwpréperties
when making workload placement decisions. Anything
beyond providing isolation between workloads is aliyu
ignored and therefore deployments are not netwaikra,
what results in usual problems of performance, iagfbn
interference, and performance variation [8] due pwor
placement decisions. Therefore, workload managerisest
sk that requires the use of control knobs noty diolr
rkloads but also for network fabrics.

Fortunately, network management has been making
progress over the last years through the developiethe
Software-defined Networks (SDN) paradigm, whiclowallfor
more  efficient, flexible and controllable network
environments. In particular, SDNs provides veryevaht
mechanisms for network aware management of workload
such as resource limits [9], flow control [10] andtwork
slicing techniques [11]. However, since SDN is vaew, the
integration with cloud management technologiegils® its
early stages of development. The success of SDiwifield
of networks has been empowering the growing monmerdfi
more general "Software Defined Environments” or fidare
Defined Everything” environments, in which everyngmonent
of the Data Center is managed from a centralizdtivace
logic. The result is the paradigm of data centéastructures
defined by software (SDDC - Software Defined Datni€r),
including the network (SDN), storage (SDS) and cotap
(SDC) infrastructure. More specifically, SDDC alldar the
underlying hardware to be utilized as generalizedlp of
compute, network, and storage [12, 13] resourcesrel are
many aspects of SDDC that boost its resource mamage
such as the ability to programmatically create, eyadelete,
snapshot, and restore an entire data center cochpoke
Bftware-defined compute, storage, and network.

In conclusion, the result of the intersection betwe strong
emergence of SDDCs and the growing momentum of
container-based workload deployments in the Cleual iange
of new opportunities for developing new Data Center
optimization strategies that need to be studied! s is the
research space that this PhD project plans to cover

PROPOSAL

The thesis statement of this PhD proposal is thiewng:
It is possible to optimize the management of contaér



based workloads deployed on Software-defined Data [1] L. M. Vaquero, L. Rodero-Merino, J. Caceresd . Lindner, “A break
Centers enabled with heterogeneous network fabrics
through the use of network-aware placement algoritims

that are driven by performance models.

For that purpose, the thesis will address thre@nmapgearch
challenges further described as following:

(1]

Research Challenge 1: Develop novel performance
models for workloads running in containers.
Although containers are getting an increasing
attention by all major Cloud providers, it remaass
an still unexplored space. In particular, this Ehaie
will be split in the following specific objectives:

in the clouds: Towards a cloud definition,” SIGCOMKomput.
Commun. Rev., vol. 39,n0. 1, pp. 50-55, Dec. 2Q08line]. Available:
http://doi.acm.org/10.1145/1496091.1496100

[2] R. Buyya, C. S. Yeo, S. Venugopal, J. Broberd,& Brandic, “Cloud

computing and emerging flTgplatforms: Vision, hy@ad reality for
deliveringcomputing as the 5th utility,” Future Geation Computer
Systems, vol. 25, no. 6, pp. 599 — 616, 2009. [@dpli Available:
http://www.sciencedirect.com/science/article/pil68739X0800197

T. Erl, R. Puttini, and Z. Mahmood, Cloud Contipg: Concepts,

Technology & Architecture, 1st ed. Upper Saddle eRivNJ, USA:
Prentice Hall Press, 2013.

[4] R. P. Goldberg, “Architecture of virtual mack®” in Proceedings of the

Workshop on Virtual Computer Systems. New York, NOGA: ACM,
1973, pp. 74-112. [Online]. Available:
http://doi.acm.org/10.1145/800122.803950

_ Study of novel designs for dep|0y|ng app]ications[5] M. Pearce, S. Zeadally, and R. Hunt, “Virtualibn:lssues, security

based on the container per-process models.

— Build performance models for containers to
analyze scalability, overhead and
associated to their use.

— Perform a detailed comparative study between
deployments based on the use of bare-metal
machines, containers and virtual machines.

— Evaluate and quantify the impact of containers on
different representative workloads.

Research Challenge 2: Develop resource provisioning

threats, and solutions,” ACM Comput. Surv., vol, #6. 2, pp. 17:1-
17:39, Mar. 2013. [Online].
http://doi.acm.org/10.1145/2431211.2431216

Available:

delayd6] R. Dua, A. R. Raja, and D. Kakadia, *Virtualin vs containerization to

support paas,” in Proceedings of the 2014 IEEE rhat®onal
Conference on Cloud Engineering, ser. IC2E '14. Mfegon, DC,
USA: IEEE Computer Society, 2014, pp. 610-614. [}l Available:
http://dx.doi.org/10.1109/IC2E.2014.41

7] J. Lewis and M. Fowler, “Microservices,” 201dgcessed in: 21-January-

2015. [Online]. Available:

http://martinfowler.com/articles/microservices.html

[8] A. Gupta and D. Milojicic, “Evaluation of hpagpalications on cloud,” in

Open Cirrus Summit (OCS), 2011 Sixth, Oct 2011,2#-26. [Online].
Available: http://dl.acm.org/citation.cfm?id=228709

strategies for workloads run in containers. Thego] B. Raghavan, K. Vishwanath, S. Ramabhadrany&cum, and A. C.

strategies will be driven by high-level objectives,
expressed in the form of SLAs. In particular, this

Snoeren, “Cloud control with distributed rate limg,” SIGCOMM
Comput. Commun. Rev., vol. 37, no. 4, pp. 337-3A8g. 2007.
[Online]. Available: http://doi.acm.org/10.1145/22827.1282419

challenge will be split in the following specific [10] R. Sherwood, M. Chan, A. Covington, G. Gibb, Fajslik, N. Handigol,

objectives:

— Design novel SLA-driven provisioning strategies
based on user profiles and data center conditions.

— Build an automated provisioning engine for

vertical and horizontal scaling of container—baseqll]

workloads.
— Propose machine learning mechanisms to support

the provision decision maker based on previousl)ylz]

developed performance models.

Research Challenge 3: Develop network-aware

placement algorithms that leverage the previousl¥13]

developed performance models and provisioning
strategies. The algorithms will take into considera
network properties (feature-wise and performance-
wise) and workload characteristics to optimize the
operation of SDDCs. As this is an NP-hard problem,
heuristics will be used to provide approximate sohs

to the optimization problem. In particular, this

challenge will be split in the following specific

objectives:

— Develop heuristics for addressing the problem of
making network-aware placement decisions on
SDDCs.

— Build an automated network-aware placement
engine, supporting different approaches for
provisioning in container-enabled SDDCs.
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AbstractNo-relational databases are nowadays a common solutio

when dealing with a huge data set and massive querkioaal.
These systems have been redesigned from scratthdnto achieve PyCompSs
scalability and availability at the cost of providj only a reduce set

of low-level functionality, thus forcing the cliemtpplication to
implement complex logic. As a solution, our reskargroup
developed Hecuba, a set of tools and interfaceschwhiims to
facilitate developers with an efficient and painlésteraction with
non-relational technologies.

Where is the da:ta of my query?

This paper presents a part of Hecuba related t@digular missing
feature: multidimensional indexing. Our work foeson the design Query by key: Query by value:

of architectures and the algorithms for providingiltidimensional which model is better? where can | find the data?
indexing on a distributed database without comprargiscalability
and availability.

Multidimensional

Query driven index

. INTRODUCTION

No relational distributed databases have grownmpartance
in the last years, as they are the best solutionth®

exponential increase of the quantity of informatitimat Figure 6: The architecture of Hecuba
nowadays database system have to manage.
These systems’ architecture focuses on scalabiibd I. CHALLENGES

availability, so that doubling the servers doublése ] ]
performance of the overall system and at the same, the What makes the meeting of these two worlds compéethat
loss of a server does not result in a system ailur many of the features, such #&scks, isolation or strong

consistency- that indexing algorithms need to work correctly

NoSQL databases have largely proved to have adhithese - have been "sacrificed” in modern distributed eys, as
goals. However, they still lack many desirable fiomalities they were huge obstacles to achieve the desireds gufa
and thus many applications that would profit frofmeit  scalability and availability.

potentiality, are still forced to use older andslgsowerful

solutions. New concepts, such a®ventual consistency census
. . . . immutability andversioning, have been proposed as partial
With Hecuba [Fig. 1] our research group aims tedhe aisle Y 9 prop P

of using these technologies by proving a set ofstbelping repla_ce_me_nts of those operations, but they all caitiecosts
the developing application on the top of distribLéiatabase. ~ @nd limitations.

This paper is about a particular module of Hectba,one in  As a result, any application built on these dattesys, needs
charge of create, query and management multidimeaki careful engineering in order to decide whetheuse, one
indexes on the top of a key-value databaseechnique rather than another, to decide how @l déth

MlIJItid_imenlsionaI ir}dexes alrle the thSt effectir\:_e Wﬁ‘i"«’ boundary cases and, most importantly, when and hiciw
selecting elements from a collection when we warlintit the o pay a higher performance cost.

results to only ones that meet a particular sefesnstraints . - ..
set by two or¥‘nore characteristicsp(dimensions). At the same time, the research on multidimensiondéxes

o ) ) o has continued to produce new algorithms and ad-hoc
Research on multidimensional indexes and d'St”,bUteoptimizations to deal with particular datasets aueny
?atﬁbgs?sb h?(ve begnbh{st?rlc%”ythdmded noi[ O’th’"rh requirements. Unfortunately, these optimizations asually
echnical background, but also by their general.gResearc inefficient for other applications. For example, nso

(Izi%(jlgdgfmggeglggﬁéhwgv\f ot((:)u?:gugg E%Wb;ore”?lﬂl;?;?gf algorithms can work better with a lower number iohensions

requests needed to serve them. Differently, rekeans While others behave best with a high number of elated
distributed databases, focuses on how to achieygh hidimensions. As a result, a one-size-fits-all apphy derived
scalability and robust availability on systems bait multiple  from the implementation of a single algorithm, & sufficient
servers. to deal with all possible applications.



Even though NoSQL databases are profusely usedaimym As a workaround, in NoSQL databases it is comma@uttje

and complex scenarios - from transactional to stieg and
batch reporting - a distributed, and highly avd#abdatabase
system, able to deal with arbitrary dimensionataday
implementing different indexing algorithms, stilloes not
exist to our knowledge.

1. APPLICATIONS

Multidimensional indexes have plenty of applicatoin
nowadays research and industry, even though tlsgigauis
limited by the scalability of the indexing syste@ur work
aims to overcome these limits thus enabling muatewand
massive applications.

HPC

Molecular dynamic simulations are typical applioas in
High-Performance Computing (HPC) research, as &nthey
are used for wide cases from theoretical physicshemistry
and biophysics. These simulations require a masgintity
of computational resources and thus they are eadcin
Supercomputers. Scientists use these simulatiorgdar to
validate theories and study particular physicaldvédr.

The typical workflow consists in: first the desigf the
experiment (simulation), then to reserve a timetspoa
supercomputer, to execute the simulation and, oiice
completes, to copy the resulting trajectory files @ local
computer in order to analyze the
If instead the trajectories were directly writtena distributed
multidimensional database while the simulation usining,
there would be multiple benefits:

1. Researchers would be able to visualize partial lt®su

during the execution of a simulation so that thegyrbe
able to correct or to interrupt a simulation in easf
incorrect behavior.

2. The database can be used as a central repositaai}l the
simulations so that different old studies can b&lpaised
in new research

3. The database could support complex queries such

results.complex and

to create materialized views in order to filter dtyributes, but
still, it can help only with a limited subset of efes.
Differently, a multidimensional index would be tiperfect
solution for implementing this kind of requests amd the
same, time achieving the desired constraints afahility and
low latency.

Image and trajectory similarity research

In order to search for similar elements betweengesaor
trajectories, the existing algorithms work applying
transformations on the input data so it can berdsstt using a
limited set of descriptor parameters. For examplaajectory
can be discretized using the Fourier transformatard
describing the trajectory with the resulting partere

In such a way, a similarity query can be converligd a
multidimensional range one where the boundariessateon
the descriptor parameter values.

Even though the complex part of similarity reseacohsists
in the choice of which algorithm and descriptorgraeters are
more effective for each specific case, the undeglygystem is
always a multidimensional database.

Data warehousing

On Line Analytics Processing systems (OLAP), have
historically used multidimensional indexes in ortleisupport
reporting queries. In any way, for rthei
architecture, they work with a two exclusive phaseskflow.

In the Extraction, Transformation and Loading phéseéL),
the data is read from an external source - ustiaty logs or
transactional databases - and then it is elabomtedfinally
loaded into a multidimensional index. Only in thecend
phase, once the ETL phase concludes, it is posgibissue
queries on the system. This approach forces theFO&ystem
to be unavailable to queries for a considerablewsof time.
For many applications this can be unbearable, sasHor
fraud detection systems working in trade marketaramaly
detection systems for the network of large InterBetvice

Provider.
as

finding similar images or trajectories across atvasACKNOWLEDGMENT

database of simulation, providing a powerful resiedool
for researchers.

Low latency complex query on multiple attributes.

One of the most common mistakes approaching Cassasd
long as others NoSQL databases, is to try to iasgeery that
implies multiple conditions on the dataset. Indedde

database instantaneously reports that it does upyost this

kind of query. Instead, the same request issueBRDBMSs

would perform correctly, even though requiring asiderable
amount of time.
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INTRODUCTION

represents the total number of cores and hardwaeads, Q
is the scheduling quantum, W represents the wodklpar
thread (equal per thread), B = CPI_large/Q , S £ &fall/Q

Introduction Over the past few years, hardware chip and C<1 represents the fraction of the schedujuntum

manufacturers have been shifting strategies tocovee the
well-known Power Wall which imposes
limitations to increasing CPU performance by raisithe
processor’'s running frequency. The most recentlplieg
schemes to exploit high
performance at lower energy costs have been teaser the
number of cores per chip as well as their divergding to

what is commonly referred to as heterogeneous rouithany

core architectures. In spite of the visible galresarchitectures
offer, heterogeneity poses significant challengeshe OS,
one of the most critical being thread scheduling]i] this

paper we provide contributions consisting of 1) arddvare

spent in context switching. The overhead for migmta

the practicalworkload from one core to another has three compusné) a

penalty for storing and restoring the architectstege (i.e., the
registers which are at most a few kilobytes ofedtaP) an

single and multi-threade@verhead attributed to the time it takes to draircase’s

pipeline prior to migration, and 3) migration ovedd due to
cache compulsory misses and
sharing effects. The latter is by far the largest anost

important component, being at least two order ofymitade
larger in terms of latency cost than the first teemponents
combined. In order to estimate the migration ovadheve
have compared the overhead on a real machine (htglad-

Round-Robin  Scheduling policy motivated by [2] andcore Haswell micro-architecture) by applying the thoel

derivation of a mathematical model for analyzingaitd 2) an
analysis and comparison of the performance resdtained
through our mathematical model with ones gatheried av
simulator and real
mathematical model In order to effectively enharibe
scheduling efficiency on a heterogeneous systenmirwia
realistic scope of implementation, we have sought
scheduling scheme that leaves the OS unmodifiecach@ve
this, we have provided the OS with an abstracteav\of the
heterogeneous physical hardware as being insteagpased
of four identical (homogeneous) logical cores.
consequence, the OS scheduler will now map softiraieads
onto the logical cores which enables the OS sclmglul
policies and implementation to be left unaltereceavwhile,
as the OS scheduler maps threads to the logicakcarhich
may happen at every software-quantum or while hagdl
interrupts, the Hardware Round-Robin Scheduler (BRR
which is triggered into action at every hardwaredgum,
maps the logical cores to the physical cores. berse, the
HRRS remaps the software threads that are abstasgigned
to a logical core by the OS to the physical corésthe
underlying hardware which actually execute theatse

T —

w
= : e —p o *N+xQ (1)
(1-C)*B+(N—-2)*S+(1-Cx7g)*S

Equation (1) represents the basic mathematical mtate
execution time of all workloads on all cores whexe

physical system. HRRS policy an

described by Li C. et al. [3], with our simulatiogsults which
were obtained using the Sniper simulator [4] andEGEO06

&)enchmark suite. Evaluation summary In order tcable to

exploit time varying workload execution behavior il&h
keeping migration overhead small, we set the tirfiees
granularity (i.e., hardware scheduling quantum)b& 1ms,
compared to the typical 4ms quantum used by thed®are
scheduler. Based on evaluations from previous \asriwell as
our own experimental results from running on a pdafts

AS  dnachine, we have assumed a fixed 3,000 cycle pefait

storing and restoring the architecture state. Ogresments
were carried out on a real machine as well as thighSniper
simulator and used different scheduling quanta shbat
migration overheads ranges from 3,000 to 30,00@esyfor a
workload less than 500KB and up to around 300,08fes
for workloads greater than 500KB. Our simulatior®ow
average performance benefit of 11 percent for
compared to the OS software scheduler. After inomdhese
migration overheads into our mathematical modetwmpare
the model’s predicted performance of the HRRS seherith
results extracted using the simulator and got aor eate of
less than 3 percent.

HRRS
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Figure 1. Analytical model comparing ideal HHRSfpenance with an ideal
Linux OS scheduler on different heterogeneous systnfigurations
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AbstractMammalian AMP-activated protein kinase (AMPK) is a
Serl108/Thrl32 heterotrimeric enzyme complex (otaydec subunit
a and two regulatory subunit8 and )) with a key role as sensor in
the cellular energy homeostasis. This function eenAMPK a major
role in numerous metabolic disorders, such as tgpeliabetes,
obesity and cancer, and explains the progressiteraést as a
therapeutic target. AMPK is regulated by several nasisms
including indirect and direct activators, which shalear specificity
by a particular subunit. We have carried out a eerdf molecular
dynamic simulations of the apo and holo forms ofPAMo gain
insight into the mechanism of AMPK activation.

|. INTRODUCTION

Mammalian AMP-activated protein kinase (AMPK) is a
Ser108/Thrl132 protein kinase with a key role assein the
cellular energy homeostasis [1]. This function esafAMPK
a major role in numerous metabolic disorders, aglype 2
diabetes, obesity and cancer, and explains thergssiye
interest as a therapeutic target. AMPK is a hetienetic
enzyme complex composed by a catalgtisubunit and two
regulatory subunits known g8 andy. It is regulated by
several mechanisms, including indirect activatoughs as
metformin, rosiglitazone and resveratrol, and digetivators,
such as compound A-769662 [2] (Figure 1A). Somé¢heke
activators show a clear specificity for a particuaMPK
subunit, which provide a possible way to design ne
compounds that could activate AMPK in specific diss,
minimizing the putative negative effects of AMPKtigation
at whole body level [3].

The X-ray structure of AMPK bound to the directieator
A-769662 has been recently reported (PDB entry:AGE].
We have carried out a series of molecular dynaimalations
of theapo andholo forms of AMPK, with the phosphorylated
Serl08 (pSerl08), to gain insight into the mechmanisf
AMPK activation. The results indicate that thelo structure
is less flexible than thapo form, most likely due to the strong
interactions formed between pSer108 and Lys29/Lyg3dn
binding of the activator. Furthermore, the presentethe
activator leads to a significant alteration in #i@pe and size
of the ATP-binding pocket. Moreover, this effectlirsked to
the dynamical fluctuations observed between therwhinus
of the catalytica-subunit and the regulatory domain of fhe
subunit. On the basis of these results, we spectifat these
structural and dynamical features may provide tlweoular
basis for the synergy found experimentally betwebe
binding of activator and phosphorylation of pSerl08
regulating the activity of AMPK.
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Fig. 1. A) 3D-structure of AMPK. B) RMSD of apogtein. C) RMSD of
phosphorylated holo protein (complex with A769668\ator)

Il. RESULTS

A. Conformational flexibility
MD simulations show that the complex between the
phosphorylated Ser108 (pSerl08) kinase domain ofPKM
(PAMPK) complexed with the activator A-769662 pnetsean
overall reduction in the conformational flexibiligpmpared to
e apo form, which is especially significant in the N-Bb
region (Figure 1).

B. Essential dynamics

The apo form shows two regions with different dynamic
behavior. One region formed by the N-terminal donfi the
kinase and the Carbohydrate Binding Domain (CBMjated
in the B-subunit, which show much higher flexibility thalmet
rest of the structure. Remarkably, in thgo form the ATP-
binding loop presents a reduced flexibility (markeith a red
arrow in Figure 2, top). In contrast, the dynamisahavior of
the holo form involves a correlated movement of the N-
terminal domain of the kinase, tifesubunit and the flexible
loop located in the upper part of the ATP-bindiitg $Figure
2, bottom).

This remarkable difference in the dynamics of #p® and
holo forms might be related to the presence of thevaicti.
Thus, we speculate that it would act like a glugrdédeasing
the water molecules present in the binding pocket filing
the space between the N-terminal domain ofetisetbunit and
the CBM of thep subunit, and therefore, transferring the
movement of these regions to the ATP-binding site.

It can be expected that the increased flexibdityhe upper
loop in the ATP-binding site should favor the papign of



conformations suitable for accommodating ATP, whitkurn
should lead to an increase in the activity of AMPK.

APO

HOLO

1st replica

2nd replica

Fig. 2. Representation of the first essential meddch contributes between
20-30% for apo and holo forms.

C. Distances
A key molecular determinant of this structural edten is
the residue Arg83, which is highly flexible in tla@o form,
being able to form salt bridge interactions witthei Asp88 or

Aspl36. Theapo form shows frequent exchange between

those salt bridge interactions along the MD simafatin
comparison to theholo form, where the presence of the
activator shifts the interaction pattern toward tloatact with
Asp88.

The activator is tightly bound in the binding petkMost
of the contacts comprise van der Waals interactioith
hydrophobic residues, but the binding is also iy the
formation of hydrogen bonds between the amide N amd
the carboxylate group of the Asp88 and betweerhtltzoxy
unit of the phenyl ring with the carbonylic oxygeh Gly19.
In addition, the binding of A769662 is further a$sd by the
contact between the phosphate group of pSer108 gsi2D.
However the conformational flexibility of the phdsge group
allows the formation of complementary interactiongth
either the hydroxyl group attached to the fusegdie of the
activator or with Lys31. Overall, this interactioseems

relevant for keeping the activator tightly boundtie pocket
at the N-terminus domain.

CONCLUSIONS

On the basis of these findings, it can be speallébat
binding of A769662 and Serl08 phosphorylation act
synergistically to enhance the binding of ATP.

At present, we hypothesize that this effect ingphbesizable
rearrangement of the binding pocket residues tlatidvshape
the ATP-binding site, specifically leading to a tmmational
change in the mouth of the binding pocket that walter the
balance between open and closed states. In tum.effect
should favour the binding of ATP, and the concomtita
increase in enzymatic activity.

Future studies will extent these simulations tce th
complexes with bound ATP in order to ascertainitmgact on
the ATP arrangement in the binding site and
association/dissociation events.

the

ACKNOWLEDGMENT

We thank Spanish Ministerio de Innovacién y Ciencia
(SAF2014-57094-R), Generalitat de Catalunya
(2014SGR1189), ICREA Académia and Xarxa de Recenca
Quimica Teodrica i Computacional (XRQTC) for finaalci
support, and the Barcelona Supercomputation Cefuer
computational resources. C.E. thanks to Spanisliskéifio de
Ecomonia y Competitivdad for the postdoctoral feBbip
(FPD-2013-15572).

REFERENCES

[1] D. Carling, F.V. Mayer, M.J. Sanders, S.J. ®&m “AMP-activated

protein kinase: nature's energy sensbiat. Chem. Biol2011, 7, 512—
518.

B. Xiao, M.J. Sanders, D. Carmena, N.J. BrightF. Haire, E.
Underwood, B.R. Patel, R.B. Heath, P.A. Walker, Hallen, F.

Giordanetto, S.R. Martin, D. Carling, S.J. GamblBtructural basis of
AMPK regulation by small molecule activatordyat. Commun 2013,

4,3017.

J.W. Scott, N. Ling, S.M. Issa, T.A. Dite,.M O'Brien, Z.P. Chen, S.
Galic, C.G. Langendorf, G.R. Steinberg, B.E. Kendg$. Oakhill.

“Small Molecule Drug A-769662 and AMP SynergistigaActivate

Naive AMPK Independent of Upstream Kinase Signalirighem. Biol.

2014, 21, 619-627.

(2]

(3]



Influence of Temperature on the Topological Feawfdnner Cavities
in Cytoglobin

Constanti Seira, F. Javier Luque, Axel Bidon-Chanal
Department of Chemical Physics, Faculty of Pharmeeyversity of Barcelona, Avgda. Prat de la Rild108921 Santa
Coloma de Gramanet
abidonchanalb@ub.edu

Abstract

Cytoglobin (Cygb) is a novel member of the globinifam man, but

there is no clear evidence about its biologicaldtion. Cygb exhibits
a highly complex ligand rebinding kinetics, whicbrees with the
structural plasticity of the inner cavities and hets found in the
protein matrix. In this work we have examined theeceffof

temperature on the topological features of Cygh.tfis end, the
structural and dynamical properties of human Cygle abmpared

with those determined for the Antarctic fish Chaepbalus

aceratus. The results support a distinct tempeetigpendence of
the topological features in the two proteins, sugjggsdifferent

adaptations to cold and warm environments.

|. INTRODUCTION

Cytoglobin (Cygb) is a fourth member of the glolémily
discovered in man [1]. Human Cygb consists of 1étina
acids, showing extensions of about 20 amino adidotn C-
and N-termini with respect to standard globins. Emino
acid sequence fits well into the conserved globid pattern,
covering helices from A to H, and key residues sashthe
proximal (F8) and distal (E7) histidines, and pHelanine
CD1 at the CD corner. Along with neuroglobin, Cygla bis-
histidyl hexacoordinated globin. In the absencexigenous
ligands, the sixth heme iron coordination site ésupied by
the distal HiSE7 residue in both ferric and ferrdosms.
Binding of exogenous ligands
concomitant displacement of the distal HisE7, aulagry
mechanism that has been suggested to require dastibk
conformational change.

The crystal structure of bis-histidyl hexacoordathiCygb
shows an extended apolar protein matrix cavity ciidiffers
from the topology of inner cavities found
hemoglobins [2], thus raising questions about tiectional
role of Cygb in cells. Besides a role as scavergenitric
oxide or reactive oxygen species, oxygen storagesamsor
protein [3, 4], a potential implication in cances a tumour
suppressor gene has been suggested [5].

The internal volume and the topological nature mieir
cavities are largely dependent on the coordinattate of
Cygb [6]. In particular, a substantial change irthbprotein
dynamics and inner cavities is observed upon ttiansfrom
the CO liganded to the pentacoordinated and bigdiis
hexacoordinated species. This agrees with the akdhetic

is possible only with

in other

intermediate. These findings are also consisterh wie
expected versatility of the molecular activity bist protein.

In this work our interest is focused on the tempeea
dependence of the topological features of inneiitieav of
Cygb. Specifically, our aim is to ascertain the auip of
temperature on the protein dynamics and the nunaiper
nature of inner cavities. To this end, we want étedmnine the
structural, dynamical and topological properties hafman
Cygb with the protein in the Antarctic fisBhaenocephalus
aceratus The results obtained from molecular simulatiofils w
be complemented with data derived from flash plysisl
experiments to discuss the impact of temperaturégnetigand
migration properties of these two proteins.

Il. METHODS

The structural model of. aceratusCygb (caCygb) was built
up using SWISSMODEL taking advantage of the X-ray
structures human Cygb (hCygb) and the significagusnce
similarity between the two proteins (around 55% usege
identity). Then, the protein structures were rdafinesing the
protocol outlined in previous studies [6], and naollar
dynamics simulations were carried out for both hHtyand
caCygb at three temperatures (10, 25 and 40 deggrees
hCygb simulations the X-ray structures 3AG0 and WBBere
used as templates in order to account for the corEtonal
change of residue Trpl151. Production runs werenele@ up
to 1.5us using Amber12 and the parm99SBildn force field.

Essential dynamics was used to analyse the dynamica

behaviour of the protein. The topology of inneritag were
examined by using the MDpocket program. The analy&s
performed for a series of 5000 snapshots taken5 12s
windows during the last half of the trajectory.

Ill. RESULTS

Previous studies performed for hCygb at 298 K riadethat
the oxygenated protein contains a big cavity. B glmulation
started from the X-ray structure 4B3W there was ciear
passage from the protein interior to the bulk satvelowever,
the trajectory started from X-ray structure 3AGMmwhd a

pattern derived from carbon monoxide rebinding ymsa \yell-defined path that connects the primary dockitg to the
which suggests the involvement of distinct reactiomyylk solvent, passing through residues in loop ARl dhe

intermediates, reflecting rebinding from temporatycking

final segment of helix G. The analysis also sugggedhe

sites, second order recombination, and formationd (a exjstence of a secondary path that involves theratian

dissociation) of a bis-histidyl heme hexacoordidataction

through distinct pocket sites and the exit via @spge
between helix A and loop EF. Remarkably, the iritggof



these paths is lost when simulations at 283 and KBl&e
examined (data not shown). In contrast to the pliege
findings, simulations performed for caCygb revealvall-
shaped path through the protein matrix at 283 Kickvhs
nevertheless disrupted when the temperature isdaas 298
and 313 K (Fig. 1).

low temperature in caCygb, whereas the increasedbility
afforded by temperature compromises the integritytiee
tunnel. In contrast, the enhanced flexibility inyig® seems to
favor the formation of interactions between TrpHsd lle114
or alternatively Ser111, thus favoring a propeaagement for
the formation of the tunnel at higher temperature.

Comparison between the residues that shape the inne

tunnel in the two proteins suggest a seeminglydiffigrence,
which is the mutation of Met30 in hCygb to Ser mCygb.
This change leads to the formation of a stable dgyein-bond
interaction between the Ser hydroxyl group andirtdele NH
unit of Trpl51. This interaction fixes the oriemat of
Trp151, which in turn favors the formation of thmmel in the
interior of caCygb, especially at low temperatutascontrast,
the presence of Met instead of Ser in hCygb leadsrt
increased fluctuation of Trp151, thus contributingblur the
tunnel.

Fig. 1. Representation of the inner tunnel foumdaCygb (corresponding to
a frequency level of 50% as determined from MDpodedculations; shown
in orange) at (top) 283 and (bottom) 298 K. Thetgirobackbone is shown in
blue and the oxygenated haem is shown as greeks stimgether with the
distal and proximal histidine residues.

An additional factor appears to be the distinctifidity of
the residues around the tunnel. Several analysésrmed for
different layers of residues suggest that the wesidshaping
the tunnel are less flexible in caCygb than in H&ybhus, it
seems that they are pre-configured through vanAtsals and
hydrogen-bonded interactions to properly shapetiheel at

IV. CONCLUSION

The results supports a different temperature deitgiof
both caCygb and hCygb. The former contains an itunemnel
at 283 K, whereas in the latter it appears at 29&Khe two
cases the tunnel is blurred upon increase of timpéeature to
313 K. Comparison of the two proteins points outtthe
Met30- Ser mutation might be a key factor in shaping the
features of the tunnel in the interior of the pnoge Thus, the
balance between the flexibility of residues in lsyaround the
tunnel and the stability of specific interactiongtween
residues seems to be critical for preserving theraaof the
inner tunnel. Future studies will then attempt &tedmine the
integrity of the topological features of inner dé&s by
introducing the corresponding mutation in the twot@ins.
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Hecuba: NoSgl made easy
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Abstract—Non-relational
solution when dealing with huge data set and masguery work
load. These systems have been redesigned frontlsdrabrder to
achieve scalability and availability at the cost mfoviding only a
reduce set of low-level functionality, thus forcirthe client
application to take care of complex logics. As duton, our
research group developed Hecuba, a set of tools iatetfaces,
which aims to facilitate programmers with an efficieand easy
interaction with non-relational technologies.

Keywords— Cassandra, PyCompSs, HPC.

PyCompSs

Where is the da:ta of my query?
) A

Query by key:
which model is better?

Query by value:
where can | find the data?

Multidimensional

Query driven index

|. INTRODUCTION

Hecuba is a set of tools that facilitates programsme
anefficient and intuitive interaction with non-rétmal
databases. We have added to Hecuba the implenmentatti
the interface necessary to provide PyCOMPSs wiflicaage
Backend suitable to support Big Data applicatiomkich in
our case currently is Cassandra.

Cassandra implements a non-centralized architedbaised
on peer-to-peer communication, in which all nodésthe
cluster are able to receive and serve queries. Badl of the
cluster is assigned a token. A partitioner functisses this
token to decide how data is distributed among tigen in the
shape of a ring. Data in Cassandra is stored destdly rows,
which are identified by a key chosen by the userssandra
stores data by rows, and one node is responsibleofting a
specific row. The target node is chosen based @kely of the
row and of the token of each node by the partiti@gorithm.
In order to guarantee data availability, Cassancha be
configured to keep several replicas for all data.

The mapping of a Python dictionary on a data madel
Cassandra is straightforward as both consist amegahdexed
by keys. We have decided to map each class contgarie or
more Persistent Dictionary on a Cassandra tablew ltp
implement a class backed up by Hecuba: It is jesessary to
indicate that the class is a subclass of Storage@igh is a
class implemented inside Hecuba, and that contalinshe
methods that are necessary to access and manipatate

databases are nowadays a common

backed up by Cassandra. Thus, the code of thecafiph is
mostly independent of the data backend used. Ndtieg¢
programmers can add their own methods to the class
definition.

Il. INTERFACEIMPLEMENTATION

Following we describe the implementation of theifdce
implemented by Hecuba as part of the StorageOlgclahe
methods exported to programmers allow to perforra th
following tasks:

- Make an object persistent: the implementatiothis method
creates the Cassandra table that it is necessahpltb the
object and populates it with the data that the abfed in
memory.
- Object instantiation: if the constructor receiae parameter,
the constructor binds the instantiated object withe
corresponding Cassandra table, translating allféiewing
accesses to that object into accesses to that. ta@liethe
contrary, if the constructor does not receive aapeter, all
data associated to that new object instance willkégt in
memory until the makePersistent method is executed.
- Query/Update data: if the object is in memoryge th
implementations of these methods are translatedti usual
methods of a Python dictionary; if the object i<hed by a
Cassandra table, then the implementations of thesthods
consist on queries performed on the Cassandra table
- Data iteration: the implementation of the keysthod of a
Persistent Dictionary returns a block of keys thdl be the
input parameter of a task. In order to enhance Idatdity, we
decided to create the blocks of keys based on thedte
location. We have implemented two different iteratmne of
them to create the different blocks of keys andatifier one to
traverse all the keys in a block (Figure 1).

gKeylter

Table

Blocklter

Cassandra
Cluster

Figure 1: Representation of Hecuba Iterators.



- Delete a persistent object: this operation islémznted by
the delete persistent method of the StorageObj ianjdst
deletes from the database the table that was athénobject.

I1l. DATA LOCALITY

PyCompSs not only enables an easy way to definehwhi
functions will be parallelized, but also allows Hba to
exploit data locality.

PyCompSs has at its disposal the location of althkd of
data that Hecuba has stored in Cassandra. Wheaetask
needs to be run in a node, PyCompSs will decideshich
node this task will be sent, depending on the lonatf the
stored data that the task needs.

PyCompSs has a score function, which gives a higher
priority to nodes with the most information needgdthe task,
and in case that this first node is not availableany reason,
the task will be sent to the following node witlylhér priority.
As data in Cassandra is replicated in many nod¢sslathat
needs more than one block of data will be senthé&rtode
with the most needed blocks available (Figure 2).

Score

ﬂ function

Score
function

Figure 2: Representation of how COMPSs exploits data localian examples with
tasks needing 2 blocks of data in a CassandraeCiwgéth data replicated in 3 nodes.
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Jan Ciesky Sergi Mate§ Xavier Teruet? Viceng Beltrafh,
Xavier Martorelf?, Rosa M. Badi&’ and Jesus Labatta
'Barcelona Supercomputing Center
2Universitat Politécnica de Catalunya
{jan.ciesko, sergi.mateo, xavier.teruel, vicendral,
xavier.martorell, rosa.m.badia, jesus.labarta}@lesc.

Abstract —Array-type reductions represent a frequently ocmgr
algorithmic pattern in many scientific application& special case
occurs if array elements are accessed in a noralineften random
manner, which makes their concurrent and scalablecetxon
difficult. In this work we present a new approach tkansists of
language- and runtime support to facilitate programg and
delivers high scalability on modern shared-memastems for such
irregular array-type reductions. A reference impkmation in
OmpSs, a task-parallel programming model, shows [@iomresults
with speed-ups up to 15x on the Intel Xeon processor

|. INTRODUCTION

Irregular array-type reductions, also referred to saatter-
update, represent memory updates over an array fipe
non-atomic operation as well their dynamic memocgeas
pattern make their concurrent execution non-trisiad require
careful handling to achieve scalability and comess. Fig. 1
shows a scalar, regular and irregular array typeiagon over
target where in case of an irregular array-type reductibme,
update positions depend on indexes generated Umycédnf.

It becomes obvious that algorithms containing aegular
locp construct over i loop construct over i

{ {

target = op(target, RHS); target(i] = op(target[i], RHS);
} }

loop construct over i
{

io= £(i);

target[j] = opl(target[j], RHS);
}

Figure 7: Different types of reductions requiréfeiient parallelization
techniques

array-type reduction are cache inefficient due ftetatht
memory accesses and consequently execution perfoema
bound to the speed of the memory subsystem. Furtteder
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Figure 8: Application scalability of different appaches compared to a
plain implementation with data races showing acai#e performance on
a single MareNostrum node

to avoid a race condition where multiple threaddqoen an

update of a single memory location at the same, taneesses
either need to be synchronized (via thread synéhation or

memory barriers such as atomics), ordered [1] direeted

[2].

Access redirection to a thread-private copy of thduction

target is a common approach that eliminates thel rfee

access synchronization. While this works well foalar types,

it becomes expensive for arrays and even uselesarfe data
sets.

Figure 2 shows the performance impact of atomiak amay

privatization in theRandomAccesg] kernel benchmark over
serial execution running with 16 threads and d#fifiérmproblem

for(j = 0; j < num_tasks; j++) {
INT TYPE seed = ran(]j];
#pragma omp task concurrent (Table[0;N])
1
for( INT_TYPE i = 0; 1 < N_block; ++i ) {
seed = LCG_MUL64 * seed + LCG_ADDE4;
INT_TYPE pos = seed >> (bitSize - logTableSize);
#pragma omp atomic
Table[pos] *= seed; __sync_xor_and fetch 8(&Table[pos], __Seed};]
I
#pragma omp taskwait

Figure 9: RandomAccess implemented \aittmics, showing the compil
generated instruction that triggers a memory barrie

sizes. Its source code is shown in Figure 3. Curesatly a
new approach is needed that improves cache effigien
reduces lock contention, eliminates memory barremd is
applicable on large input data sets at the same. titrturns
out that by redirecting accesses to an array cdatintocal
linear buffers to temporarily store memory updatka certain
memory region of the reduction array and to flusé buffers
when they are full is a simple yet efficient tedue to meet
the above requirement. We present this approacimane
detail in the next chapter.

Il. RUNTIME SUPPORT

To support irregular array-type reductions in Omp%e
developed a new approach called Privatization witlined
Block-ordered Reductions PIBOR In this approach all
memory accesses to the original reduction arrayeigected
to a thread-private buffer. While this is compaeatd regular
privatization, the buffer is filled linearly, isnfiited to a pre-set
size and additionally stores the memory addressyaioe data
of each access. Once thaffer is filled up, the owning thread
reduces the buffer to global memory.



Typically writing out data to global memory requirgo
perform a global lock over the entire data struetwhich
serializes execution. We prevent this by assigfinffers to
discrete memory regions of the reduction arraythis case
accesses to the original reduction array in a itertgion are
stored in the correspond buffer. In case the butfes full, the
owning thread tries to acquire a lock that protemtyy the
particular memory region of the global array. Busfe
corresponding to different regions can now be redumn
parallel and by increasing the number of regiohs,gffect of
lock contention over a single region can be effitie
mitigated. A schematic overview of an applicatibattrunsN

tasks onN threads and performs a reduction over an amayatterns

divided intoM locations is shown in Figure 4.

Task 1 Task N
—] |_| |.| —
Redirection
SR e e —
Buffers Buﬁers% i:i%:e
. Reduction -
ST — T |- | |
Reg 1 Reg 2 Reg M-1 Reg M

Figure 10: A schematic view of PIBOR showing thriaml buffers and
their corresponding array regions

Since buffers correspond to different regions, easmory
access needs to be inspected in order to deteiitsimerrect
buffer. We do so by applying a hash function onétidress of
the accessed element. The entire process is stokigure 5.

hash(adr
to location)

Reduce
buffer
to global

Configure
data
structures

store to
buffer

allocate

Figure 5: Execution diagram showing the processriMgpization
and reduction to global data

I1l. LANGUAGE SUPPORT

High programmability while maintaining execution

transparency is a key requirement for modern progring
models. Since PIBOR is conceptually related togirbation,
an approach often found in declarative programnmmaglels
such asOpenMP[4], its introduction puts minimal effort on
front-end compilers, current specifications
understanding. The following shows language support
array reductions in OmpSs and its compiler gendratele.

#pragma omp task reduction (array[0;N])

{ -
array[pos,] "= RHS; T *  tmp;

RT.request( & array(pos,],

* tmp = RHS;

array[pos,] “= RHS; —, __tmp)

IV.CASE STUDIES

RandomAccess
Block random distribution, 31 MB private memory, 129 locations, 1000 entries

Atomics Privatization PIBOR

1 2 4 8 16 32 64 128
ARRAY SIZE (MB)

256 512 1024 2048 4096 8192

SPEED-UP OVER SERIAL
=
[

We evaluate the presented approach using Randorsg\cce
on a single MareNostrum 16-way SMP node. Randomgsce
is a kernel benchmark that allows to simulate déffit access
In particular we looked at three repriediae
scenarios: uniform random distribution, block ramdo
distribution and single block random distributiorheve all
accesses are restricted to a single memory reBenmormance

RandomAccess
Single block random with hand-optimized paramters

Atomics Privatization PIBOR

SPEED-UP OVER SERIAL
=
@

1 2 4 &8 16 32 64 128 25
ARRAY SIZE (MB)

results are shown in Figure 6 and 7.

512 1024 2048 4096 8192

Figure 6: PIBOR requiring only 31 MB to achieve sgaips of up to 15x
on a SMP node. Block random distribution favorswtoupdates for sme
(cacheable) problem sizes due to reduced impacteshory barrier and n

cache-line invalidations

Application scalability
4096 MB, linear random distribution

RandomAccess - PIBOR RandomAccess - Atomics

1 2 4 8 16
# THREADS

SPEED-UP OVER SERIAL

Figure 7: Performance scalability of PIBOR compateditomics

V. CONCLUSION AND FUTURE WORK

The presented approach scales by redirecting prsiyio
random memory accesses of a region into a linedfierbu
Since each buffer corresponds to a memory regiorthef
reduction array, buffers can be flushed in parallairther
work is directed towards automated tuning of lomati
granularity and buffer sizes and experiments orfexift
processors includingeon PhiandPower8
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Abstract- High-performance and power-efficient multimedia
computing drives the design of modern and incrgbsiatilized
mobile devices. State-of-the-art low power progsssioeady utilize
chip multiprocessors (CMP) that add dedicated Dldeeterators
for emerging multimedia applications and 3D gamé&sich
heterogeneous processors deliver desired perforeramt efficiency
at the cost of extra hardware specialized accetesain this paper,
we propose dynamically-tuned vector execution (Odynorphing
one or more available cores in a CMP into a DLPee@tor. DVX
improves performance and power efficiency of thePCiithout
additional costs for dedicated accelerators.

|. INTRODUCTION

The performance targets of mobile processors agelia
driven by the requirements of real
applications and physical simulations from 3D gamiEse
abundant data level parallelism (DLP) in these iappbns
offers potential for power-efficient acceleratidn.this paper
we propose dynamically-tuned vector execution (DViKat
exploits DLP on lightweight mobile processors. D\pérforms
operations over configurable large vector operamgignabling the
resources of general purpose cores to execute westtoictions like
classic vector processors. As opposed to classtovprocessors
that use a fixed number of vector lanes, DVX tuhessize of
its execution substrate to a particular workloadggh For this
feature, DVX adds lightweight threads of vectortinstions
controlled by hardware. The threads scale the eaixrwof
vector instructions over multiple cores with minima
performance overheads.

[I. DVX ON GENERAL PURPOSECORES

DVX morphs the general purpose cores to executd¢orec
instructions that perform compute, register and @M
operations over configurable large vector operaddemic
Instruction Blocks (AIB) with the vector computestructions
allocate the compute resources of one or more ctwes
perform computation over the vector operands. Gistéance
of such vector AIB is fetched and decoded once, b
repeatedly executed multiple times to compute thmd
operands. The vector operands are accessible atdide the
AIB, as the block input or output operands. The teec
compute instruction inside the AIB process the apds slice-
by-slice in a pipeline, as it is shown in Figurd®i. processing
large operands in slices (sub-vectors), each negution of
the vector AIB requires only the available

CONTROL NETWORK

HARDWARE-THREAD Ni

HARDWARE-THREAD Oi

 —
RESERVATION
STATIONS
—

allocate the existing general purpose hardwarenefa more cores
that performs the compute operations over vecteramls.

time rT“m'mem‘”‘general purpose hardware. The hardware processdsrve

slices as same as scalar operands like in [1] a&b ahot
require any modifications. The number of executidas
dynamically configured for each vector AIB, to redde the
execution of classic vector instructions that perfoone
operation over a configurable number of vector elets.
Rather than scheduling vector AIBs to vector cdiles in
[2], the AIBs leverage the existing issue logicsamvation
stations (physical registers) and ALUs of the CMiBstrate,
as shown in Figure |. The reservation stations kéep
temporal results between the instructions in a oreétlB.
Vector registers (VRsre an addition to the general purpose
core, and they only hold the input/output operaofdhe AlB.
This approach significantly reduces the size of ectar
register file, the power-hungry structure that tsnithe
applicability of vector design beyond supercomputer
processorsVector control unit (VCU)s a DVX dedicated unit
added to the general purpose core to manage DVZ.VICU
decouples the execution of vector memory instrastirom
the executions of vector compute
instructions on the allocated resources. The ddedup
memory execution is specialized to tolerate mematgncy
and provide sophisticated addressing modes requined
diverse DLP workloads. Beside memory processingMgU
reads/writes slices of large vector operands in\tRs and

L{transfers them per execution of compute AIBs.

DVX allows for tuning of its resources to different
application requirements by scaling the vector atien over
multiple cores. Instead of the existing softwargrapches,
DVX introduces lightweight threads controlled byrdhaare to
dynamically spawn the execution of vector instrutsi over
multiple cores. Such threads avoid startup and keshing
overheads in each software thread. DVX adds a simpl
dedicatedhread control unit (TCU}o each core of the CMP
and an additional on-chip-network between the cadies
control the threads with vector instructions.



I1l. CONCLUSIONS

In this paper, we have proposed dynamically-tunector
execution that accelerates DLP workloads on thefsg¢neral
purpose cores. The low cost DVX results evaluatedhis
work makes it a promising alternative to DLP acralers in
commercial processors.
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Abstract- Currently, there is an increasing interest about theud
platform by the High Performance Computing (HPC) camity,
and the Parallel Input/Output (I/0O) for High Perfoance Systems is
not an exception. However, in cloud platform inceeétse number of
parameters that user can select to I/O system. thisr reason, we
propose a methodology to help the user to selechéiguration.

|. INTRODUCTION

Nowadays, the interest about the cloud computiagfgim is
increasing. The scientific community have interalbut the
cloud computing because some benefits of cloudstlzae
users can acquire and release resources on-demadnthey
can configure and customize their own Virtual GlusfvC)
[1]. Parallel scientific applications that use pletal/O can
benefit of these platforms, because the user ceaterand
configure the 1/O system considering
requirements which represents an advantage over
traditional HPC-10 systems. But, in cloud platfointrease
the number of parameters that user can seledDteyigtem.

A. Methodology

For this, we propose a methodology to configure seidct
a configuration depending application requiremeand user
requirements. Our methodology has six steps:
1) Application Parallel 1/0 Characterization: TheOl
characteristics are represented by an 1/O modeltfdte the
parallel application with PAS2P-IO [2] and the ®&acare
analyzed to obtain the 1/0O model. The 1/O modebwa us to
meet the minimum application requirements.
2) Creation and Configuration of the Virtual ClusteA VC is
represented by the components shown in Table I.céfe
create a VC quickly with StarCluster [3]. We applye
following considerations as a starting point on skeéection of
the components for a VC that meets the user remeinés.
3) Characterization of the Virtual Clusters: We tise 10zone
[4] benchmark to obtain the average values fottridnesfer rate
at local file system level. Normally, the user adreck if he
will obtain the waited performance.
4) Performance Evaluation on the Virtual Clusteos the
application 1/0O model: IOR [5] benchmark evaluatém®
performance at global file system level. IOR isigesd to
measure parallel file system 1/O performance ath bitite
POSIX and MPI-IO level. The IOR performs writes aedds
to/from files under several sets of conditions aeports the
resulting throughput rates.
We analyze the access patterns of the I/O mog#iades

Parameters Description

Instance Type(*) Number of cores, processor capaRiAM memory size

Number of instances (*)

Number of I/O nodes (-) Data servers and metadates

Storage type(+) Temporal and/or persistent.

Device type temporal (+) HDD or SSD.

Device type persistent (+) HDD or SSD.

Capacity of temporal storage(+) As minimum the ager capacity required (expression

4).

Capacity of persistent storage(-),

Network performance (+) Low, Moderate, High, Unkmow

1/0 Library (-) MPI, NetCDF, pnetcdf, HDF5.

Local file system (+) File system Linux ext3, exts, etc.

Global file system (-) Parallel, Distributed or Merk file systems.

the applicatio
thétripe size (-)

Related by the parallel file system

(*) the parameters which can be selected by the (3¢he parameters that the user
must configure manually, (+) the parameters thattter cannot change because they
are by default depending on instance type.

level and proposed an IOR configuration based oa th
application 1/0 model, where the relevant paransetae the
numbers of processes (np), the number of segmeniblock

size (-b) and transfer size (-t). Table Il showsuinparameters
for IOR based on the I/O model phase. The outputhif

process is the transfer rate expressed in MB/ mamed
BWcy, and 1/O time for application I/O model. The I/Q@del

has been extracted executing the application omcehé

cluster.

5)Cost Evaluation of the Virtual Clusters: Perfornoa
obtained using IOR for the application 1/O modelused to
calculate the cost. The total cost for a specifi¢i¥ composed
of a variable cost and a fixed cost.

6) Comparison of the Performance-Cost Ratio for\ireual

Clusters: The performance and the cost for the \AGs
presented to the user to simplify the decision mgkiTo

compare the performance-cost of the different VCs.

IIl. EXPERIMENTALRESULTS

In this section, we present the performance evialuand the
cost analysis for two scientific application suchl& kernels
NAS BTIO and S3D-IO that present different I/O &xe
patterns. BT-IO and S3DIO have been traced usin§2PAIO
to extract their I/O models. The 1/O model has beginacted
executing the application once in the cluster.

1) Application Parallel I/O Characterization: Théglie 1
shows the BT I/O model and the Figure 2 shows Big-©
I/O model.



NAS BT-IO - 16 Processes - FULL Subtype - Class B - A SHARED File
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Fig. 1. The left picture shows the I/O model for the &ggtion and the right picture
shows a zoom on the read operations. It can ben@sbséhat write and read are done in
the same file offset. The application uses a shéleedEach MPI process performs a
write operation every 122 communication eventssTidone 40 times, and after, each
process performs 40 read operations consecutively.
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Fig. 2. The left picture shows the 1/0O model for 8 processéth a workload
200x200x200. The application uses five shared FiddisMP| processes write once on

the File 1, after all processes write on the FilaBd so on. This access pattern is

representing the checkpointing process for the &pplication. The same behavior is
observed in the right picture for 16 processes.

2) Creation and Configuration of the Virtual ClusteWe
select some
requirements. See Table Il and Table llI.

Table 1. Characteristics of the Amazon'’s instaneelected

Instances Processor CPU RAM | Swrage(GB) | AWS Ircland | AWS Virgima
(GB) (§ Per Hour) ($ Per Hour)

ml small Intel Xeon Family 1 17 1x160 0.047 0,044

ml large Intel Xcon Family 2 15 2420 HHD 0.19% 0.175

c3xlarge Intel Xcon E5-2680 v2 28 GHz 4 15 2040 SSD 0239 0210

3) Characterization of the Virtual Clusters: We tisis phase
to meet the instance performance.

4) Performance Evaluation on the Virtual Clusteos the
application I/O model: For example, Table IV shdw input
parameters to configure IOR from the I/0O model plsasf the
BT-10. From this process, we obtain the transfée (8\Wcy)

and execution time for the BT-IO model. These valage
used to calculate the variable cost.

5)Cost Evaluation of the Virtual Clusters: in thésep we
calculate the cost to use a determinate 1/0O cordigun.

6) Comparison of the Performance-Cost Ratio forVireual

Clusters: Finally, we compare what configurationbistter
depending of Performance-Cost ratio. We show thaioéd
result to BT in Figure 3

IIl. CONCLUSIONS

In this paper, we have proposed a methodology tp tie
user to configure and select the configurationsairtioud
platform depending of application requirements #mal user
requirements. Our methodology proposes to custorttize
IOR benchmark with the 1/O model to evaluate qujckl
different configurations and reducing the evaluatioost
because it is not necessary to execute the apgphlicavery
time. As future work, we will continue analyzingetinfluence

instances depending application and use

of the different components for the Virtual Cluster

configuration.

Table I1l. Descriptive characteristics of the vatelusters configured for the
experiments (Step2)

V0 components Virtual Cluster 1 Virtual Cluster 2| Virtual Clusier 3 Virtual Clusier 4
Tnstance Type m_small mllarge 3 xlarge CAxlarge
Number of Instances 17 7 1 i
Siorage Type Temporal Ephemeral Ephemeral Ephemeral Ephemeral
Stomge Type Persistent EBS EBS EBS EBS
| HDD HDD SSD S5D
HDD HDD HDD HDD
160GB 42068 40GR 300GB
8GB S8GH SGB 16GB
Low Moderate High High
1 1 1 L]
1 1 1 1
e extd ext3 extd
NES NFS NFS PVES2
— - - &4KB
Y mpich2. pnetcdf mpich2, poeted mpich2, poetcdf mpich?, pretedf
EBS Fixed Cost EU(S per GB-month) 055
EBS Fixed Cost US-East($ per GB-month) 0.50 0.50 0.50 050

Table IV. IOR Input parameters from the I/O modeages of the NAS BT-IO subtype
FULL-Collective Operations and s=rep=40. Outputstifie virtual Cluster 3.

np(IdPh) b=rs(IdPh) t=rs(IdPh) BWen Time
(MB) (MB) (MB/s) (sec)
Class B
4 10.0 10.0 104 15.5
9 45 45 91 17.7
16 25 - B 96 16.9
25 1.6 1.6 73 226
36 1.1 1.1 74 222
Class C
4 40.6 40.6 87 745
9 18.0 18.0 83 77.8
16 10.1 10.1 84 712
25 6.5 6.5 82 79.0
36 45 45 78 829
performance-Cost for IOR-BTIO-B Performance-Cost for IOR-BTIO-C
10000 100000
é [ é 10000
E 1000 | | é
:; H »| | g 1000
100 ! 100 I]
4 16 25 36 4 36

9 9 16 25
Number of Processes Number of Processes

Cluster 1 —m1.small — NFS — Ephemeral Storage - HOD [ Cluster 3 - ¢3.xlarge — NFS ~ Ephemeral Storage - SSD

Cluster 2 - m1.large ~ NFS — Ephemeral Storage - HDD I Cluster 4 - c3 xlarge — PVFS2 - Ephemeral Storage - SSD

Fig. 3. Performance-Cost ratio of the four Virtual Clustasing IOR configured for the
BT-10. The left picture corresponds to Class B #m&right picture to Class C. Results
are shown in logarithmic scale. Virtual Clustershnéxperiments without results are
limited by storage capacity or the parallel degezpiired. Class B was not tested on
Virtual Cluster 4 because the 1/0 workload is srf@llits I/O system.
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Abstract- Improve Earth System model's scalability in High
Performance Computing infrastructure is crucial teahéeve
efficiency in upcoming supercomputers. We study how
increase the scalability of the widely used Ocedmidlel of the
Nucleus for European Modelling of the Ocean (NEMO).

. INTRODUCTION

A wide range of scientific fields are taking adwegdé of
High Performance Computing and simulation is nowada
key tool for many of these fields. This is espdgidtue in
Climate Science. The models in this field are usingassive
amount of computation resources and not always with
proper efficiency.

In my research, | am focusing on the NEMO (Nucléars
European Modelling of the Ocean) model. The obyectiof
this research is to improve its scalability andpadhe model
to be executed using a bigger number of procesdoiag a
little step to exa-scale climate simulation

Il.  THENEMO MODEL

NEMO is a state-of-the-art
oceanographic research, operational oceanograpasoisal
forecast and climate studies. The NEMO researchnoamity
is using a huge amount of computing resources g fore a
computational development of the application is dadary in
order to achieve a better usage of these resources.

A. Parallelization
The NEMO model
Decomposition Method that splits the global domaito
smaller sub-domains and allows computing each egdlsub-
domains in a different processor core. The neightsub-
domains require frequent communication in ordewupalate
the boundary conditions, and this is done using.MPI

B. Configurations
NEMO is an Ocean Global Circulation Model and
possible to run different configurations and retiohs. The
most used configuration is the ORCA configuratiarglobal
tripolar grid. There are several resolutions avddafor the
ORCA configuration, and the trend is to keep insieg the
resolution to improve the quality of the simulasoiVhen the

resolution of the model's grid increase, the resesineeded to

perform simulations also increase.

modeling framework for

TABLE |
ORCARESOLUTIONS
Domain Size

Resolution [ |atitude Longitude | Vertical Total Grid

Points Points levels Points

ORCA2 182 149 31 1,09 M

ORCA1 362 292 46 4,86 M
ORCA025 1442 1022 75 110,53 M
ORCAO012 4322 3059 75 991,57 M

In addition, if we increase the spatial resolutwwa must
increase also the temporal resolution for numerstability
issues, and therefore the computational resouszpsred will
increase even more.

Ill. PERFORMANCEANALYSIS

In order to improve the scalability of the mode fiirst step
is perform a deep analysis of the application perémce to
know how it behaves and which are the bottlenecks
constraining model's scalability. To do so | amrbasing the
Barcelona Supercomputing Center Performance Tobtem
the tests done using different configurations is\ypassible to
find which is the scalability limit of each configiion and

is parallelized using a Domainfind out that the more important bottleneck cornstray is the

communication.

IV. OPTIMIZATIONS

To solve the problems found we studied differehtitgons.
Since the main bottleneck is the communication,singplest
optimization is to reduce the number of times tha&t model

.. requires to communicate wherever is possible. K p@ssible
It ISt find two ways to reduce the communication ovatheBy

using this minor optimizations we could increase sheed-up

of the ORCA1 configuration from 9,5 to 11,2 wherings16
nodes of 16 processor cores each one, improving the
efficiency by a 10%.

Future optimizations will focus the possibility teeduce
communication overhead instead of reducing the mundf
communications by using asynchronous communicagiot

MPI plus shared memory approaches.
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